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EXCUTIVE SUMMARY 

 

The U.S. Department of Energy Office of Spent Fuel Waste Disposition (SFWD) established in fiscal year 

2010 (FY10) the Spent Fuel Waste Science & Technology (SFWST) Program (formerly the Used Fuel 

Disposition Campaign - UFDC) program to conduct the research and development (R&D) activities related 

to storage, transportation and disposal of used nuclear fuel and high level nuclear waste. The Mission of 

the SFWST is: 

 

To identify alternatives and conduct scientific research and technology development to 

enable storage, transportation and disposal of used nuclear fuel and wastes generated by 

existing and future nuclear fuel cycles. 

 

The work package of Crystalline Disposal R&D directly supports the following SFWST objectives: 

 

 Develop a fundamental understanding of disposal system performance in a range of environments 

for potential wastes that could arise from future nuclear fuel cycle alternatives through theory, 

simulation, testing, and experimentation. 

 Develop a computational modeling capability for the performance of storage and disposal options 

for a range of fuel cycle alternatives, evolving from generic models to more robust models of 

performance assessment. 

 

The objective of the Crystalline Disposal R&D control account is to advance our understanding of long-

term disposal of used fuel in crystalline rocks and to develop necessary experimental and computational 

capabilities to evaluate various disposal concepts in such media. 

Significant progress has been made in FY17 in both experimental and modeling arenas in evaluation of 

used fuel disposal in crystalline rocks, especially in model demonstration using field data. The work covers 

a wide range of research topics identified in the R&D plan.  The major accomplishments are summarized 

below: 

 

 Model development for spent fuel degradation and its coupling with metal corrosion: Both 

experimental and modeling studies show that H2 plays an important role in determining the 

dissolution rate of UO2 fuel, and that even moderate H2 concentrations suppress the oxidative 

dissolution of spent fuel.  The major source of H2 within a breached waste package in low-oxygen 

environments will be anoxic corrosion of the various steels used as containers and structural 

components.  The steel corrosion and H2 generation reactions are coupled redox reactions that 

proceed at equal rates under anoxic conditions.  Therefore, a steel corrosion model was added to 

the fuel matrix degradation (FMD) model to represent the primary kinetic source of H2 (and Fe2+) 

in a breached waste container.  Once it is fully calibrated, the steel corrosion model can be used to 

calculate the corrosion rates of various metals under the environmental conditions in a breached 

waste package as a function of temperature, Eh, pH and solution chemistry to provide the H2 

concentrations controlling the fuel degradation rate.  We identified the processes through which 

steel corrosion kinetics is coupled with the fuel degradation kinetics in the FMD model and 

summarized the sensitivity of the calculated fuel degradation rate to the range of corrosion rates 

that could occur for different steels expected to be present in a waste package. We also identified 

information gaps that need to be filled in order to further develop, parameterize, and calibrate the 
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steel corrosion model for the range of environmental conditions that could occur in a breached 

waste package. 

 Model development for glass waste form degradation: The reactivity of silicate glasses and 

minerals is important to numerous engineering applications including nuclear waste disposal.  The 

dissolution process has long been considered to be controlled by a leached surface layer in which 

cations in the silicate framework are gradually leached out and replaced by protons from the 

solution. This view has recently been challenged by observations of extremely sharp corrosion 

fronts and oscillatory zonings in altered rims of the materials, suggesting that corrosion of these 

materials may proceed directly through congruent dissolution followed by secondary mineral 

precipitation.  We have shown that complex silicate material dissolution behaviors can emerge from 

a simple positive feedback between dissolution-induced cation release and cation-enhanced 

dissolution kinetics.  This self-accelerating mechanism enables a systematic prediction of the 

occurrence of sharp dissolution fronts (vs. leached surface layers), oscillatory dissolution behaviors 

and multiple stages of glass dissolution (in particular the alteration resumption at a late stage of a 

corrosion process).  Our work provides a new perspective for predicting long-term silicate 

weathering rates in actual geochemical systems and developing durable silicate materials for 

nuclear waste disposal. 

 Understanding uranium interactions with bentonite materials: This work is designed to test 

the effect of bentonite heating on U(VI) adsorption. U(VI) adsorption onto bentonite samples from 

the FEBEX in situ experiment, which were subjected to 18 years of heating at temperatures of 45-

100 °C, was compared to adsorption onto original FEBEX bentonite and cold-zone FEBEX 

bentonite from the in situ experiment. The experimental results show that kinetics of U(VI) 

adsorption appear to be very fast, reaching equilibrium in less than 8 hours, while DIC 

concentrations reach equilibrium in 48 hours. U(VI) adsorption onto unpurified FEBEX bentonite 

samples which experienced sustained temperatures of approximately 95 °C was lower than 

adsorption onto original unheated and cold-zone (20 °C) FEBEX bentonite over a range of chemical 

conditions (pH 7-8, Ca = 0.1 and 2.0 mM) relevant to nuclear waste disposal. U(VI) adsorption 

onto unpurified FEBEX bentonite which experienced more moderate temperatures (approximately 

45 °C) was not lower than unheated FEBEX bentonite for the single chemical condition tested (0.05 

M NaCl, pH 7.5, 0.1 mM Ca). The difference in U(VI) adsorption between heated (95 °C) and cold-

zone (20 °C) FEBEX bentonite persisted over the range of chemical conditions tested when the 

bentonite samples were purified to remove mineral impurities such as calcite, quartz, and feldspars. 

This suggests that the decrease in U(VI) adsorption was due to alteration of the clay mineral 

structure, and not due to a change in the pore water chemistry or amount and type of accessory 

minerals. This may reflect illitization of the montomorillonite; however, further clay 

characterization is needed to verify this hypothesis.  These results provide key information 

necessary for performance assessment of HLW disposal scenarios. The decreased adsorption 

observed in this study as a result of bentonite heating may impact the diffusion of U(VI) through 

engineered clay barriers. Because the decreased U(VI) adsorption was due to changes in the clay 

mineral structure and not to aqueous U(VI) speciation, other radionuclides may be similarly 

affected 

 Understanding radionuclide interactions with metal corrosion products: The main interest in 

radionuclide sequestration by corrosion products stems from (1) the potential for this process to 

significant inhibit radionuclide release during canister breaching and (2) from the absence of such 

processes in most repository performance assessments. The objective of this work is to quantify 

radionuclide sequestration as a result of canister breaching and near field corrosion processes.  We 

have evaluated this process from both an experimental and modeling perspective. Experimentally, 

we developed methodologies to grow various iron oxides phases (goethite, hematite, magnetite) in 

the presence of radionuclides. We performed a small number of binary (RN-mineral) 

coprecipitation experiments to test radionuclide (Pu, Am, Np, and U) partitioning.  Experiments 

are aimed to quantify coprecipitation partitioning and also examine the effects of aging and the 
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potential iron oxide recrystallization effects associated with the presence of aqueous phase Fe(II).  

The exprimental results reveal that (1) upon aging of a Pu-doped ferrihydrite precorsor into more 

crystalline phase, plutonium associates more strongly with goethite (FeOOH) than hematite 

(Fe2O3); and (2) the timing of Pu addition in the synthetic procedures affects the final form of 

plutonium associated with goethite. 

 Understanding colloid-facilitated Cs transport in granitic materials: Transport experiments 

using two mini-columns were conducted to interrogate the colloid-facilitated transport of 137Cs 

through crushed Grimsel granodiorite. Water from the Chancellor nuclear test cavity at the Nevada 

Nuclear Security Site was selected because 137Cs is strongly associated with the colloidal fraction, 

and 3HHO is present in high concentrations and therefore acts as a conservative tracer. Column 

eluent was measured for 3HHO, 137Cs, and turbidity (as a proxy for colloid concentration). After 

one pore volume eluted through the first column, both the 3HHO and turbidity reached Chancellor 

water values, suggesting that no colloids were filtered by the granodiorite. 137Cs breakthrough 

occurred concurrently with the 3HHO and turbidity breakthroughs but in concentrations less than 

the injection solution. The initial breakthrough consisted almost entirely of colloidal 137Cs.  Solute 

concentrations of 137Cs were negligible initially and rose steadily along with the colloid-associated 
137Cs until about 50 pore volumes, after which both solute and colloid-associated 137Cs eluted 

through the column at the same concentration and partitioning as the injection solution, suggesting 

that the granodiorite’s adsorption capacity had been exhausted. Eluent samples from the first ~26 

pore volumes that were not used for analysis were combined and injected into a second column.  

Analyses indicated that the granodiorite in the first column had adsorbed most of the 137Cs in the 

solute phase and over half of the 137Cs that was associated colloids during the first 26 pore volumes.  

Thus, the injection solution into the second column consisted mainly of 137Cs strongly bound to 

colloid surfaces that outcompeted the sites of the granodiorite. The results from the second 

column reflect the much stronger association between the 137Cs and the strong sites of the 

colloids. In contrast to the results from the first column, where only about 45% of the 137Cs 

initially associated with colloids remained associated with colloids, about 90% of the 

colloid-associated 137Cs remained associated with colloids in the second column. The 

results from both column experiments were simultaneously matched by a two-adsorption-

site model in which the first site is weaker than the second but has greater abundance.  

These experiments demonstrate how the sequential column technique can provide well-

constrained model parameterizations of the adsorption and desorption behavior of a 

radionuclide on colloids in the presence of competing immobile surfaces.  The method is 

especially well suited to interrogate the slower desorption rate constants of radionuclides 

from colloids that will dictate the magnitude of colloid-facilitated radionuclide transport 

over the long time and distance scales relevant to nuclear waste repository systems. 

 Compaison of discrete fracture and equivalent continuum approaches for modeling flow and 

transport in fractured media: One of the major challenges of simulating flow and transport in 

the far field of a geologic repository in crystalline host rock is related to reproducing the properties 

of the fracture network over the large volume of rock with sparse fracture characterization data. 

Various approaches have been developed to simulate flow and transport through the fractured rock. 

The approaches can be broadly divided into Discrete Fracture Network (DFN) and Equivalent 

Continuum Model (ECM). The DFN explicitly represents individual fractures, while the ECM uses 

fracture properties to determine equivalent continuum parameters. We compared DFN and ECM 

in terms of upscaled observed transport properties through generic fracture networks. The major 

effort was directed on making the DFN and ECM approaches similar in their conceptual 

representations. This allows for separating differences related to the interpretation of the test 

conditions and parameters from the differences between the DFN and ECM approaches.  The two 
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models were compared using a benchmark test problem that is constructed to represent the far field 

(1x1x1 km3) of a hypothetical repository in fractured crystalline rock.  The test problem setting uses 

generic fracture properties that can be expected in crystalline rocks. The models were compared in 

terms of the: 1) effective permeability of the domain, and 2) nonreactive solute breakthrough curves 

through the domain. The principal differences between the models are mesh size, network 

connectivity, matrix diffusion and anisotropy. We demonstrated how these differences affect the 

flow and transport. We identify the factors that should be taken in consideration when selecting an 

approach most suitable for the site-specific conditions. 

 Understanding solute dispersion and mixing in fracture networks: Using the DFN model, we 

performed dispersion and mixing simulations on three dimensional fracture networks. The new 

capability was developed to calculate and analyze subsurface transport dispersion. We designed 

two synthetic networks to isolate the influence of structure and disorder at the macro-scale and then 

compared its importance relative to moderate levels of hydraulic heterogeneity. Our study shows 

that, as hydraulic heterogeneity increased, both longitudinal and traverse dispersion also increased; 

the less mechanical dispersion observed in the structured network appeared to be linked to the 

higher levels of connectivity than in the poorly connected random network; for moderate levels of 

hydraulic heterogeneity, fracture network structure is the principal control on transport times and 

dispersion within fracture networks. We applied a DFN model to interpret tracer diffusion data 

obtained from the Long Term Sorption Diffusion Experiments conducted in Sweden.   Experiments 

were focused on tracer transport in the stagnant pore water of the rock matrix. Analyzing the shape 

of the tracer penetration profiles observed in the experiment and comparing it to the predicted 

general shape of a 1D diffusion model, vastly different behavior was observed for the natural 

fracture surfaces and for the unaltered rock matrix. The micro fractures were observed in different 

slices of the sample core. Several slices of the individual cores had micro fractures that were fresh 

and consequently they were likely newly formed, i.e. induced by drilling or stress release. Our 

study focuses on understanding how micro fractures, which provide faster transport paths, affect 

the penetration profile. The DFN model was used to investigate, how the thickness of fractured 

layer affects the penetration profile of tracer driven by pure diffusion. The obtained results 

emphasize the importance of including heterogeneity into the simulation process.  Micro fractured 

surface contributes to initial fast decrease of concentration followed by a slower penetration as 

tracer gets into homogeneous medium. 

 Synthesis of field data into a flow and transport model: Through the Development of Coupled 

Models and their Validation against Experiments (DECOVALEX-2019) project, we obtained a 

comprehensive set of hydrologic and chemical data from a research tunnel at 500 m depth, at the 

Japan Atomic Energy Agency (JAEA) Mizunami Underground Research Laboratory (MIU). The 

objectives of this work is to develop a general workflow or methodology to synthesize field 

observations and measurements into a flow and transport model. Fracture data analysis and 

preliminary modeling analysis were performed. The fracture data analysis utilizes fracture data 

collected in the research tunnel and monitoring borehole 12MI33. A discrete fracture model was 

developed based on fracture orientation, size and intensity derived from the fracture data analysis. 

The discrete model was then upscaled to an effective continuum model that could be used for flow 

and transport simulations. A preliminary modeling analysis was conducted to predict inflows into 

the inclined drift and the Closure Test Drift (CTD) as a function of the extent of tunnel excavation. 

The predicted inflow rates are comparable to field measurements. 

 

Based on the work accomplished in FY17 and the prior years, the future work is recommended to:  

 

• Continue to focus on two key topics related to deep geologic disposal of spent fuel in crystalline 

rocks: better characterization and understanding of fractured media and fluid flow and transport in 

such media, and designing effective engineered barrier systems (EBS) for waste isolation. Specific 

attention will be given to the development of next-generation buffer materials for waste isolation 



  
Spent Fuel Disposition in Crystalline Rocks   
September 2017  ix 

 

and to a mechanistic understanding of alteration products (e.g. iron oxides) of EBS components as 

secondary waste forms for radionuclide retention. 

• Help the generic disposal system analysis (GDSA) team to develop a total system performance 

assessment (PA) model and provide the parameter feeds to the model. One goal of this effort is to 

have a PA model matured enough over next two years to be able to simulate a typical thermal-

hydrologic-chemical evolution history of a repository in a crystalline medium. Once such as a 

model becomes available, various disposal concepts will be explored. 

• Continue to synthesize technical results obtained in FY17 and prior years in a few selected areas to 

demonstrate tangible progress in the research. The focus areas will include thermal limits of 

bentonite and smectite illitization and modeling approaches of fluid flow and transport in fractured 

geologic media.  

• The modeling work will move towards model demonstrations and applications using actual field 

data. For the process model development, an emphasis will be placed on the integration with total 

system model development. 

• Fully leverage international collaborations, especially with Sweden Underground Research Lab 

and DECOVALEX. 
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1. GOALS AND OUTLINE 

 

The U.S. Department of Energy Office of Spent Fuel Waste Disposition (SFWD) established in fiscal year 

2010 (FY10) the Spent Fuel Waste Science & Technology (SFWST) Program (formerly the Used Fuel 

Disposition Campaign - UFDC) program to conduct the research and development (R&D) activities related 

to storage, transportation and disposal of used nuclear fuel and high level nuclear waste. The Mission of 

the SFWST is: 

 

To identify alternatives and conduct scientific research and technology development to 

enable storage, transportation and disposal of used nuclear fuel and wastes generated by 

existing and future nuclear fuel cycles. 

 

The work package of Crystalline Disposal R&D directly supports the following SFWST objectives: 

 

 Develop a fundamental understanding of disposal system performance in a range of environments 

for potential wastes that could arise from future nuclear fuel cycle alternatives through theory, 

simulation, testing, and experimentation. 

 Develop a computational modeling capability for the performance of storage and disposal options 

for a range of fuel cycle alternatives, evolving from generic models to more robust models of 

performance assessment. 

 

The objective of the Crystalline Disposal R&D control account is to advance our understanding of long-

term disposal of used fuel in crystalline rocks and to develop necessary experimental and computational 

capabilities to evaluate various disposal concepts in such media. The main research topics identified for 

this control account are summarized in a research plan developed by Wang et al. (2014).  FY17 work is 

aligned with the following considerations and project goals: 

 

 This control account would focus on two key topics related to deep geologic disposal of spent fuel 

in crystalline rocks: (1) better characterization and understanding of fractured media and fluid flow 

and transport in such media, and (2) designing effective engineered barrier systems (EBS) for waste 

isolation. Specific attention would be given to the development of next-generation buffer materials 

for waste isolation and to a mechanistic understanding of alteration products (e.g. iron oxides) of 

EBS components as secondary waste forms for radionuclide retention. 

 This control account would help the generic disposal system analysis control account to develop a 

total system performance assessment model and provide the parameter feeds to the model. One 

goal of this effort is to have a PA model matured enough over next two years to be able to simulate 

a typical thermal-hydrologic-chemical evolution history of a repository in a crystalline medium. 

Once such as a model becomes available, various disposal concepts will be explored. 

 FY17 would continue to synthesize technical results obtained in FY17 and prior years in a few 

selected areas to demonstrate tangible progress in the research. The focus areas will include (1) 

thermal limits of bentonite and smectite illitization and (2) modeling approaches of fluid flow and 

transport in fractured geologic media. The former would joint with Argillite control account. 

 The modeling work would move towards model demonstrations and applications using actual field 

data. For the process model development, an emphasis will be placed on the integration with total 

system model development. 

 The work planned for this control account would fully leverage international collaborations, 

especially with Sweden Underground Research Lab and DECOVALEX. 

 Closely collaborate and integrate with other work packages, especially those on disposal in argillite, 

deep borehole disposal, and DOE-managed HLW and SNF Research. 
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The FY17 work for the Crystalline Disposal R&D control account is structured into the following tasks: 

 

 Task 1: (SNL, LANL) Support to develop of a total system performance assessment model for 

crystalline media. FY17 activity will help the GDSA work package to improve the existing PA 

model for crystalline rocks. The potential improvements will include an upgraded far field transport 

model for multiple realizations and an improved Engineered Barrier System (EBS) model with a 

preliminary representation of waste package degradation and failure. 

 Task 2: (ANL) Development of spent fuel degradation and waste package degradation model: This 

task will continue the development of the fuel degradation model and initiate the waste package 

degradation model that includes both overpack and canister materials. Due to the budget constraint, 

this activity will be jointed with the similar effort for the argillite work package. 

 Task 3: (LBNL, LANL, SNL) Synthesis of the work on bentonite thermal limits and illitization: 

The work will synthesize both literature and SFWST data on the engineering specifications of 

bentonite buffer materials (e.g., swelling pressure), phase stability of smectite under relevant 

repository conditions, and thermal limits of bentonite as a buffer material. This work will joint with 

the Argillite Work Package, and it will be documented. 

 Task 4: (LANL, SNL) Modeling of fluid flow and transport in fractured crystalline rocks: The task 

will continue to demonstrate the potential application of the discrete fracture network model and 

the fracture continuum model to actual field testing data obtained from international collaborations. 

Develop a strategy to integrate these types of process models into a total system performance 

assessment model. 

 Task 5: (LANL, LLNL, SNL, LBNL) Experimental investigation of radionuclide interactions with 

natural and engineered materials: Continue the work on actinide sorption and diffusion in clays and 

in granitic materials, with an aim to a comprehensive process model for total system performance 

assessment and to maintain certain levels of experimental activities. The effort will also include the 

development of next-generation buffer materials for waste isolation. 

 Task 6: (LANL, LLNL, SNL, LBNL) International collaborations: International collaborations are 

crucial for the activities proposed for this work package. These collaborations will include: SKB-

BRIE tests, DECOVALEX, Mont Terri and FEBX-DP tests. 

 

This report summarizes work accomplished in FY17 for the Crystalline Disposal R&D control account. 

The report is outlined as follows, covering topics from near-field waste form degradation, to engineered 

barrier material performance, and finally to far-field flow and transport: 

 

 Chapter 2 documents the model development for fuel matrix degradation (FMD) and its coupling 

with package material degradation.  The work documented is a jointed effort between the 

Crystalline and the Argillite control accounts. (Research topics addressed: S2, S3 and P19; see 

Wang et al., 2014). 

 Chapter 3 presents a new model for aqueous degradation of silicate glasses and minerals by 

considering nonlinear dynamics of the process. (S2, S3 and P19).   

 Chapter 4 summarizes an investigation of uranium interaction with FEBEX bentonite. (P10) 

 Chapter 5 presents a preliminary result on radionuclide sorption sequestration by metal corrosion 

products. (P20 and P22) 

 Chapter 6 provides a summary of colloid-facilitated Cs transport in granitic materials (P10 and 

P11). 

 Chapter 7 provides a comparison between two modeling approaches for flow and transport in 

fractured crystalline rocks: DFN model and Fracture Continuum Model (FCM). (P1, P8, P9 and 

P12) 

 Chapter 8 presents the understanding of solute dispersion and mixing in fracture networks. (P1, P8, 

and P9) 
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 Chapter 9 provides a demonstration about how to synthesize field data into a flow and transport 

model.  

 Chapter 10 provides an overall summary of FY17 accomplishment for Crystalline Disposal R&D 

control account. 

 

It should be pointed out that the results documented in this report represents the major portion of the work 

conducted in FY17 for the Crystalline Disposal R&D control account but not all the work. The work not 

documented here includes the experimental study of smectite-to-illite conversion and the development of a 

new generation of buffer materials. Either being at an early stage of data synthesis or due to the sensitivity 

of intellectual properties involved, the results from these studies will be reported later as they become 

appropriate for public release.      

 

Wang Y. et al., (2014) Used Fuel Disposal in Crystalline Rocks: Status and FY14 Progress, FCRD-UFD-

2014-000060, SAND2014, Sandia National Laboratories, Albuquerque, NM. 
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2. SPENT FUEL DEGRADATION AND ITS COUPLING WITH 

PACKAGE MATERIAL CORROSION 

 
2.1 Introduction  
 

Science-based predictive models of waste form corrosion rates are being developed to provide reliable 

radionuclide source terms for use in repository performance assessments.  Demonstrating that there is a 

fundamental scientific basis for the waste form degradation models is a key aspect for building confidence 

in the long-term predictions used for the repository safety case.  

 

The purpose of this project is to develop, test and implement a fundamentals-based process model for the 

degradation rate of spent nuclear fuel that can be readily incorporated into the generic disposal system 

analyses (GDSA) performance assessment (PA) code to provide reliable radionuclide source terms 

throughout the service life of a repository.  The fuel matrix degradation (FMD) model (or FMDM) is based 

on the Canadian Mixed Potential Model (King and Kolar, 2003), but has been expanded and customized 

for application in the ongoing spent fuel and waste science and technology (SFWS) campaign.   

 

The continuing development and implementation of the FMD model also address two high level Features, 

Events, and Processes (FEPs) that are recognized as high R&D priorities for the SFWS campaign (Wang 

et al., 2014).  The FEPs addressed by this model are 2.1.02 (waste form) and 2.1.03 (waste container), 

which correspond to the high priority research topics P19 (Development of waste form degradation model) 

and P20 (Development of new waste package concepts and models for evaluation of waste package 

performance for long-term disposal) identified by Wang et al. (2014). 

 

The flow of information within the integrated FMDM – GDSA-PA model is summarized in Figure 2-1 

 

 
 

Figure 2-1. Summary figure showing the context of the FMDM within the source term calculation 

information flow (adapted from Jerden et al., 2017)  
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The FMD model calculates the degradation rate of UO2 fuel under the environmental conditions in a 

breached waste package.  The degradation rate will be used to calculate radionuclide source term values for 

use in reactive transport calculations through the EBS and host geology to demonstrate regulated dose limits 

will be met throughout the service life of the repository. 

 

The FMD model calculates the dissolution rate of spent fuel as a function of the interfacial corrosion 

potential (Ecorr), at which all of the anodic and cathodic half reactions occurring at the fuel/solution boundary 

under the environmental conditions are kinetically balanced and there is no net electron transfer.  The 

dissolution rate (which generates an anodic current due to the oxidation of U4+ to U6+) is relatively high 

under oxidizing conditions above the U(IV)/U(VI) threshold potential, but significantly lower at potentials 

where only solubility-limited chemical dissolution of U4+ occurs.  The threshold potential for U(IV)/U(VI) 

oxidative dissolution depends on pH, as shown in Figure 2-2, and on the water chemistry.  Under the 

reducing conditions envisioned in argillite and crystalline rock repositories (the region in Figure 2 labeled 

Repository Groundwater), the Eh of the solution will be well below the U(IV)/U(VI) threshold.  However, 

the radiolysis of water by spent fuel to form H2O2 and O2 can cause localized oxidizing conditions that drive 

the Eh far above the threshold for oxidative dissolution of the fuel, i.e., into the U(VI) stability field. The 

shaded area in Figure 2 shows the possible range of in-package conditions due to radiolysis (which affects 

Eh) and the corrosion of steel components (which affects Eh and pH). This shows the FMD model must 

address a range of pH from about 4 to 11 and Eh values spanning the range of water stability. 

 

 
Figure 2-2. Eh – pH diagram for U speciation showing the conditions expected for groundwaters in a 

reducing crystalline rock or argillite repository (from Laaksoharju, et al., 2008).  This diagram was drawn 

for a solution with 1x10-6 molar uranium and 1x10-4 molar carbonate. 
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A number of experimental and modeling studies have shown that the radiolytic oxidative dissolution of 

spent fuel in anoxic environments is counteracted by the catalyzed oxidation of H2 on fission product alloy 

phases referred to as Ru -phases or noble metal particles (NMP).  What we refer to as the H2 effect has 

been shown qualitatively to decrease spent fuel dissolution rates by 4 orders of magnitude from the 

maximum rates attained in the absence of H2, so the H2 effect must be taken into account in scientifically 

based performance assessment calculations (e.g., Shoesmith, 2008, Grambow, et al., 2010, Jerden et al., 

2015).  The major goal of the ongoing FMD model development work is to implement an accurate model 

that quantifies the generation of H2 and its effect on spent fuel degradation rates.  This report presents results 

from a new version of the FMD model (FMDM v.3) that incorporates a steel corrosion module to quantify 

the source of H2 in a breached waste package or near field environment.  (Note that the steel corrosion 

module is used to represent the corrosion of all metals to generate H2, not only steel.)  This report builds on 

the more extensive FMD model sensitivity runs discussed in Jerden et al. (2017).  

 

One of the main findings is that future work for this project needs to address the extensive coupling between 

the corrosion of waste package components and the spent UO2 fuel.  As shown in examples below, the Eh 

and pH conditions within a breached waste package will evolve with time due to coupled reactions of alloy 

corrosion, radiolysis, and spent fuel dissolution.  The latest FMD model accounts for radiolysis and takes a 

step towards accounting for coupled processes by linking steel corrosion kinetics and fuel degradation rates; 

however, more extensive experimental and modeling work is needed to accurately model the fuel 

dissolution rate as the in-package solution chemistry evolves due to the corrosion of engineering materials. 

 

A schematic diagram showing the key materials and generalized key reactions within a breached spent fuel 

waste package is shown in Figure 3, which highlights the spatial context and key processes that are being 

taken into account in the FMD model.  As shown schematically in Figure 2-3, the spent fuel assemblies 

will be surrounded by (and in close proximity to) steel components within the waste package and disposal 

canister, which may include low carbon steels (C-steel), borated stainless steels and 316 stainless steel.  

Another important material from the prospective of H2 production in the repository is the Zircaloy cladding 

surrounding the fuel pellets.  No credit is taken for Zircaloy as a physical barrier in the current FMD or 

GDSA PA models, but it will probably be beneficial to include Zircaloy corrosion as a source of H2 the 

FMD model.  

 

 

 
 

Figure 2-3. Schematic diagram depicting the interdependent chemical relationships between spent fuel, 

in-package alloy components and engineered barrier materials within a breached waste package.  
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2.2 Fuel Matrix Degradation Model and Its Integration with Generic Disposal System 

Analyses (GDSA) Model 
 

The key processes represented in the latest version of the FMD model (FMDM.V3) are: 

 

 generation of radiolytic oxidants as a function of fuel burn-up,  

 NMP-catalyzed oxidation of H2, which protects the fuel from oxidative dissolution,  

 precipitation of U-bearing secondary phases,  

 complexation of uranyl by carbonate,  

 oxidation of ferrous iron,  

 temperature variations of reaction rates (by Arrhenius equations), 

 one-dimensional diffusion of all chemical species to and from the fuel and steel surfaces,  

 anoxic corrosion of steel components to generate dissolved H2 and ferrous iron.  

 

Of these processes, the effect of H2 oxidation is the most important in determining the fuel dissolution rate 

and thus the radionuclides source term (Jerden et al. 2015).  The second most important effect is the 

oxidative dissolution of the fuel by the radiolytic oxidant H2O2 and its decomposition product O2.  In the 

FMD model, the H2O2 concentration is calculated using an analytical form of the radiolysis model 

developed at PNNL (Buck et al., 2014) and the burn-up/dose rate function.  Fuel oxidation is counteracted 

by the catalytic oxidation of H2 on NMP sites that are present on the fuel surface as a distinct Ru-Mo-Pd-

Rh-Tc phase.  The FMD model calculates the net effect of all redox reactions occurring in the system based 

on the fuel corrosion potential (Ecorr) by using mixed potential theory.  Steel corrosion at the Ecorr value 

established by a particular environmental condition (Eh, pH, chemistry), will stabilize at a particular rate 

that will depend on whether it corrodes actively or passivates.  The rate can be measured electrochemically 

as a corrosion current, which can be converted to a surface area-normalized mass dissolution rate by using 

Faraday’s law for implementation in the FMD model.   

 

The reaction scheme and layout of the FMD model is shown in Figure 2-4. 

 

 



Spent Fuel Disposition in Crystalline Rocks   

September 2017   9 

 

  

Figure 2-4. Schematic showing the reaction scheme for the fuel matrix degradation model and identifying 

other key processes that influence in-package chemistry and radionuclide mobilization.  This report focuses 

on the reactions that are highlighted in yellow: H2 generation during steel corrosion and H2 oxidation on 

the fuel surface (adapted from Jerden et al., 2017).    

 

In the absence of oxidative dissolution, the fuel degrades by solubility-limited chemical dissolution, which 

is much slower than oxidative dissolution (e.g., Röllin et al., 2001).  It was shown in Jerden et al., 2015 that 

the FMD model accurately reproduces the experimental observation that even relatively low concentrations 

of dissolved H2 (~0.1 mM) can measurably inhibit the oxidative dissolution of the fuel.  In 2017, the FMD 

model was successfully integrated with the GDSA PA code PFLOTRAN.  A set of sensitivity runs using 

the integrated code were performed at Sandia National Laboratory by Dr. Jennifer Fredricks to demonstrate 

that the H2 effect represented in the stand-alone FMD model is accurately captured in the integrated model.  

Results from this sensitivity study, which are shown in Figure 5, indicate that the integrated code accurately 

accounts for the effect of H2 and is consistent with experimental results indicated by the ovals.  
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Figure 2-5. Comparison of results from the integrated FMDM-PFLOTRAN model (symbols) with the 

stand-alone FMD model (solid lines), and experimental results (ovals) for a range of H2 and O2 

concentrations.  

 

Figure 2-5 shows that the FMD model predicts that H2 concentrations as low as 0.1mM will inhibit the 

oxidative dissolution of the fuel and limit degradation to the slow chemical dissolution rate (bottom green 

line), which is more than 4 orders of magnitude lower than the oxidative dissolution rate (blue line with 

green symbols).  These runs also confirm that the results from the FMD model are consistent with data from 

batch dissolution studies of spent fuel (Cunnane 2004 - gray oval in top left of diagram) and from simfuel 

dissolution studies (Posiva, 2008). 

 

The stand-alone FMD model was further developed in the 2016 – 2017 timeframe by the addition of a 

corroding steel surface to the modelled system to provide a kinetic source of H2 within the model (Figure 

2-4).  The addition of a corroding steel surface in the FMD model is an initial step for representing the 

important coupling between the corrosion of waste package components and waste forms.  The 

environmental dependencies of the steel corrosion rate remain to be added.  Results from sensitivity runs 

with the FMD model containing the steel corrosion module presented in this report and in Jerden et al., 

2017 indicate the sensitivity of the fuel dissolution rate to the steel corrosion rate.  

 

The specific steps involved in radionuclide release from spent fuel that are or will be represented in the 

FMD model are as follows: in a breached waste package, groundwater will infiltrate open spaces within the 

canister and begin to corrode steel components.  This will set up a reaction front of corrosion products in 

the seepage water that will eventually contact the fuel rods.  The steel will corrode and produce H2 even 

when the infiltrating groundwaters are electrochemically reducing with respect to the fuel.  This is because 

the stability fields of carbon steels and stainless steels lie below the stability field of water, as shown in the 

iron Eh-pH diagram in Figure 2-6.  Assuming that the Zircaloy cladding has failed, the fuel will begin 

degrading when contacted by seepage water by either relatively rapid oxidative dissolution or by relatively 

slow chemical dissolution, depending on the Eh and pH of the seepage water and the dissolved 

concentration of H2.  The dominant dissolution mechanism will be determined by the fuel surface potential 

that is established by the solution Eh.  The shaded area in Figure 6 shows the possible range of in-package 

conditions due to radiolysis (which affects Eh) and the corrosion of steel components (which affects Eh and 

pH). 
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Figure 2-6. Eh – pH diagram showing the conditions expected for groundwaters in a reducing crystalline 

rock or argillite repository (from Laaksoharju, et al., 2008), drawn for 1x10-3 molar iron.    

 

 

Figure 2-7. Schematic diagram showing how steel surface corrosion is represented in the FMDM.   

 

Figure 2-7 shows how three solution domains used in the FMD model are coupled.  The half of the bulk 

solution contacting the steel surface is coupled to the other half of the bulk solution contacting the fuel 

surface through a zero-volume interstitial domain.  The interstitial domain is used as a boundary mixing 

cell to exchange mass generated the fuel and steel surfaces that diffused through the seepage water in the 

breached waste package and with pore water in the adjacent near field environment define fluxes passing 

to the other surface.  No chemistry occurs in the interstitial domain or environment; those regions are zero-

volume and only serve to provide an interface between the fuel and steel domains used to model diffusion 

and the environment.  It is possible to control the interaction between the steel and fuel domains by altering 

(1) the environmental concentrations, (2) the relative areas of the two reactive domains, and (3) the leak 

rate from the interstitial domain into the near field environment.  The boundary cell serves as the 

input/output interface with the GDSA performance assessment model.  

 

The addition of the steel corrosion module directly into the FMD model has the downside of potentially 

slowing down execution of the code.  However, this possible challenge is outweighed by the technical 

benefits of having the steel and fuel corrosion directly coupled in the same code.  The specific technical 

advantages include the following:  

 

 The direct coupling of fuel and steel corrosion is necessary to quantify the H2 effect on the fuel 

corrosion rate, as it has been shown that H2 produced from the anoxic corrosion of steel can 

decrease the fuel dissolution rate by over four orders of magnitude (Jerden et al., 2015). 
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 The common environment couples the steel and fuel corrosion rates. Directly coupling the fuel and 

steel degradation kinetics allows for the quantification of redox fronts that develop within the waste 

container due to the diffusion of radiolytic oxidants away from the fuel surface and the reactions 

of these oxidants with the steel surface and the resulting aqueous Fe2+ and H2.  This is also important 

because these redox fronts represent the Eh of the seepage water contacting the waste form and 

waste container internal components to establish the surface potentials and corrosion rates. 

 Direct coupling will allow the steel corrosion module to be readily implemented into the GDSA 

PA model.  The version of FMDM that has already been integrated with PA can be replaced with 

the new version that includes the steel corrosion module, since all changes will occur within the 

FMDM without affecting the data exchange.   

 

The details of the development and implementation of the steel corrosion module in the FMD model are 

discussed in Section 2-3 (starting on page 15) of Jerden et al. (2017. 

 

As discussed in Jerden et al. (2017), a critical review of the parameter database used in the FMD model 

resulted in the identification of a number of important data gaps that need to be addressed.  These data 

needs are identified in Table 1, which is adapted from Jerden et al. (2017).   
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Table 2-1.  Summary of FMDM parameters and data gaps that need to be addressed in future work to 

improve the accuracy of the model (adapted from Jerden et al., 2017).   

Parameter Description Data needs to improve accuracy 

Dimension of fuel environment  (mm – cm) 
To be updated when dimensions of waste 
package are known 

Nodes in fuel environment  
(log-space grid: fine-
spacing near surface) 

To be updated when dimensions of waste 
package are known 

Fuel surface coverage by NMP  (~1%) From literature 

Dimension of steel environment  (mm – cm) 
To be updated when dimensions of waste 
package are known 

Nodes in steel environment  
(log-space grid: fine-
spacing near surface) 

To be updated when dimensions of waste 
package are known 

Number of FMDM time steps  (100 – 1000) Use to optimize PA interface 

Fuel alteration layer porosity  (~50%) From literature 

Fuel alteration layer tortuosity  (~0.01) From literature 

Fuel alteration layer radiolysis 
factor  

(not used) 
Could be activated to account for radionuclide 
uptake by U secondary phases 

Alpha particle penetration depth  (35m) From literature 

Fuel burnup  (25 – 75 GWd/MTU) Input from PA 

Age of fuel (time out of reactor) 30 – 100 yrs Input from PA 

Resistance between fuel and NMP 
domains  

(10-3 Volts/Amp) Interpretation of literature 

Temperature history  function 
Data need: needs to be input from PA – will 

depend on repository scenario 

Dose rate history  function Based on MCNPX results of Radulescu, 2011 

Spatial dose rate  
function (decrease in 
dose rate with distance 
from fuel) 

Based on MCNPX results of Radulescu, 2011 

Rate constants for interfacial 
reactions in fuel and steel domains 

See Figure 8 for summary 
of specific reactions 

Data need: experiments needed due to 

lacking or inconsistent data in current 
literature on H2 reactions on fuel and NMP 
and steel corrosion under relevant conditions 

Charge transfer coefficients for 
interfacial half-cell reactions in fuel 
and steel domains 

See Figure 8 for summary 
of specific reactions 

Data need: experiments needed due to 

lacking or inconsistent data in current 
literature on H2 reactions on fuel and NMP 

Activation energies  
T dependence: See Figure 
8 for summary of specific 
reactions 

Data need: experiments needed due to 

lacking or inconsistent data in current 
literature on H2 reactions on fuel and NMP 
and steel corrosion under relevant conditions 
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Table 2-1. Continued. 

Parameter Description Data needs to improve accuracy 

Standard potentials for interfacial 
half-cell reactions: fuel and steel 

See Fig. 8 for reactions From literature 

Relative area of fuel domain 
Default 1:1, depends on 
waste package design 

To be updated when dimensions of waste 
package are known 

Relative area of steel domain  
Default 1:1, depends on 
waste package design 

To be updated when dimensions of waste 
package are known 

Environmental leak rate (diffusion 
barrier factor) 

Depends on waste 
package design, breach 

Interpretation of literature 

Environmental concentrations  (O2, H2, CO3
2-, Fe2+, Cl-) Input from PA 

Rate constants for bulk solution 
reactions in fuel, steel 
environments 

See Figure 6 for summary 
of specific reactions 

From literature 

Activation energy for bulk solution 
reactions 

T dependence, See Figure 
8 for reactions 

From literature 

Passivation potential of steel 
surface  

(75 VSCE) as place-holder 
Data need: experiments needed due to 

lacking or inconsistent data in current 
literature  

Passivation corrosion current 
density 

Calculated internally 
within FMDM 

Data need: experiments needed due to lack 

of data in literature 

Radiolytic oxidant (H2O2) 
generation value (Gcond)  

Analytical function for 
conditional GH2O2 value 
from PNNL radiolysis 
model 

Values based on radiolysis model results, Buck 
et al., 2013.  Would need to be updated, 
expanded for brine solutions (Cl, Br) 
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2.3 Results from Electrochemical Scoping Experiments to Parameterize the Steel 

Corrosion Module 
 

2.3.1 Background  

 

Establishing accurate steel corrosion rates for relevant disposal conditions is essential for source term 

modeling because of the dominant effect of H2 on the spent fuel dissolution rate (as discussed in Section 

2.2 above).  The half-cell reactions of particular interest for H2 generation are as follows:   

 

Fe0  Fe2+ + 2e- (Reaction 1) 

 

2H2O + 2e-  H2 + 2OH- (Reaction 2a) 

2H+ + 2e-  H2  (Reaction 2b) 

 

with the overall anoxic steel corrosion reactions 

 

Fe + 2H2O  H2 + Fe2+ + 2OH- (Reaction 3a) 

Fe + 2H+  H2 + Fe2+ (Reaction 3b) 

 

Reactions 3b and 3a provide the fundamental coupling between steel corrosion and H2 generation in acidic 

and neutral or alkaline solutions.  (Analogous reactions can be written for Zircaloy corrosion to form ZrO2.)  

The oxidation of other steel constituents (e.g., Cr, Mo, Ni, and Mn) will contribute to the anodic current, 

but the oxidation of Fe will be dominant. The threshold potential and reaction rates will depend on the 

surface potential imposed by the seepage water.  

 

As discussed in Jerden et al. (2017), there is a wealth of literature studies on steel corrosion but much of 

the previous work was not done under repository relevant conditions.  Furthermore, those studies that were 

done using bentonite pore waters or relevant ground waters (see reviews by Johnson and King, 2003 and 

King, 2007) involved batch style immersion tests that provide average cumulative rates rather than the 

instantaneous corrosion rates that represent the H2 generation rates and are needed to parameterize and 

validate the FMDM steel corrosion module.   

 

Steel coupon immersion tests provide useful information on mineralogy and the evolution of the chemical 

system, but the Eh, pH and solution chemistry are not controlled and the surface conditions can change 

significantly over the test duration.  Corrosion rates derived from immersion tests are based on cumulative 

mass loss measurements or corrosion layer thicknesses that do not indicate how the corrosion rate (and thus 

H2 generation rate) varies with time or conditions (most importantly, with the solution Eh).  Knowing these 

dependencies of the H2 generation rate is essential for modeling spent fuel dissolution under evolving in-

package chemical conditions.   

 

In an immersion test with a passivating steel, most of the mass loss occurs before the steel surface is 

passivated.  The average rate may be relatively high, but the actual instantaneous rate that controls H2 

generation could have been low for the majority of the test duration.  We need to know how the rate changes 

as the conditions evolve to accurately represent the flux of H2 in the FMD model.  Electrochemical 

techniques allow us to measure instantaneous rates under carefully controlled conditions.  The difference 

between the cumulative rates from immersion tests and instantaneous rates measured with electrochemical 

methods is illustrated in Figure 2-8, where the blue curve shows the actual mass loss during aa coupon 

corrosion test.  At the end of the test duration, the corroded material is removed from coupon to measure 

the mass loss, which is represented by the blue circle, that is used to determine the average corrosion rate 

indicated by the dashed green line.  The majority of mass loss that occurred prior to passive stabilization 
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dominates the cumulative mass loss and is not well-represented by the average rate, which depends on the 

test duration.  However, the instantaneous (kinetic) rate that is given by the slope of the curve decreases 

significantly as the surface stabilizes and becomes much lower than the average cumulative rate.  Whereas 

a series of immersion tests can be conducted for different durations to derive the mass loss curve, the method 

will not be sufficiently sensitive to measure the mass loss of a passivated surface. Immersion tests with 

actively corroding materials may provide corrosion rates that can be used for modeling, but only at Ecorr.  

The instantaneous rate that is measured directly as the corrosion current with electrochemical methods is 

needed to calculate the H2 generation rate in the FMD model.  Perhaps more important from the modeling 

perspective, the immersion tests do not provide indications of the solution Eh or surface potential at which 

the steel is corroding, and cannot be used to determine the dependence of the corrosion rate on the solution 

Eh.  Electrochemical tests can be conducted to measure the corrosion rate at fixed potentials in solutions 

having known compositions.  

 

 

Figure 2-8.  Conceptual diagram showing how mass loss measurements of steel corrosion rates yield 

rates that are significantly higher than the instantaneous rates relevant for repository process modeling 

(adapted from Jerden et al., 2017). 

 

Electrochemical tests can also be used to quantify the effects of surface stabilization due to passivation and 

localized corrosion, such a pitting, that can only be observed in coupon immersion tests.  Furthermore, 

electrochemical methods can measure rates on the order of nanograms cm-2 d-1.  The use of electrochemical 

methods would provide reliable corrosion rates for durable EBS materials (including Zircaloy cladding) 

and provide dependencies on environmental conditions that could be used to predict the long-term 

generation of H2 and attenuation of fuel degradation rates as the seepage water composition evolves. 
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2.3.2.  Method and Results 

 

The standard three electrode method (Bard and Faulkner, 2001) was used to perform preliminary 

electrochemical tests on a carbon steel (4320) and a stainless steel (316L).  The compositions of the steels 

are shown in Table 2-2.  The three-electrode cell consisted of a 20 mL cell with a saturated calomel 

reference electrode a graphite counter electrode and a steel specimen working electrode.  A typical 

electrochemical cell is shown in Figure 2-9.  For these scoping experiments, an aggressive 10 mM NaCl 

solution adjusted to pH 4 with sulfuric acid was used as the electrolyte.  This provides an extreme 

environment relative to the ranges shown in Figures 2-2 and 2-6. 

 

 
 

Figure 2-9.  Three-electrode electrochemical cell used in ANL electrochemical experiments. 

 

 

Table 2-2.  Compositions of steels used in scoping experiments.  These are nominal compositions from 

Azo Materials (https://www.azom.com/).  The compositions of the particular electrodes used in the 

experiments has not yet been determined, but will likely be close to these nominal values. 

Component 316 SS 4320 Steel 

C 0.02 0.25 

Mn 2.0 0.65 

P 0.05 0.04 

S 0.03 0.04 

Si 0.75 0.12 

Cr 17.0 0.60 

Ni 12.0 2.0 

Co --- --- 

Mo 2.5 0.30 

N 0.08 --- 

Fe 65.58 96.0 

B --- --- 

https://www.azom.com/
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In the electrochemical tests, the electrolyte is used to impose chemical effects, including pH and Cl 

concentrations, and a potentiostat is used to impose a surface potential representing the solution Eh.  The 

potentiostat can be used to impose a wide range of fixed potentials to efficiently determine the effect of the 

solution Eh on the steel corrosion and H2 generation rate.  In practice, a potentiodynamic scan is performed 

to measure Ecorr for the surface in the test solution and identify regions of active and passive behavior to be 

studied in subsequent potentiostatic tests.  The rapid scan rate used in potentiodynamic scan indicates the 

propensity for active or passive corrosion, but does not allow stable passive layers to form.  Potentiostatic 

tests are conducted to measure the corrosion currents after stable passive layers have formed or constant 

(steady-state) rates are achieved with actively corroding metals.  Figure 2-10 shows typical results for 

potentiodynamic (a) and potentiostatic (b) measurements on the 4320 carbon steel specimen in the pH 4 

NaCl solution.  The potentiodynamic response is typical of a non-passivating alloy as indicted by the 

continuously increasing current with increasing potential above Ecorr (-0.45 V SCE).  The electrode surface 

area-normalized currents (current densities) measured for potentiostatic holds at 0.10 V SCE (0.34 V SHE) 

and -0.45 SCE (-0.21 V SHE) in Figure 10b show the effect of the surface potential on the corrosion rates 

(calculated from the current densities using Faraday’s law).  The anodic current measured in the 

potentiostatic tests at (-0.45 V SCE) shows Ecorr decreased as the surface corroded and stabilized within 

about 1 day at about 200 µA/cm2.  Using Faraday’s law, the steel corrosion rate is 9x103 g m-2 yr-1.  The 

potentiostatic test at 0.10 V SCE results in a current density that is about 10-times higher and has not 

stabilized after 2 days.  Series of potentiostatic tests will provide an analytical dependence of the corrosion 

rate as a function of Eh, pH, and Cl concentration.    

 

 
Figure 2-10. Results from potentiodynamic (a) and potentiostatic (b) tests on the 4320 carbon steel 

specimen in pH 4, 10 mM NaCl electrolyte.  

 

 

Figure 2-11 shows potentiodynamic scans for a 316L stainless steel electrode in solutions with different 

NaCl concentrations.  The results indicate that in pH 4, 10mM NaCl solution, 316L corrodes by relatively 

slow passive mechanism from around 0 V SCE up to around 0.9 V SCE.  However, when the same electrode 

was reacted in 1 molar NaCl brine (after repolishing), the passive layer broke down above about 0 V SCE 

and the steel corroded actively.  These experiments show the extreme dependence of stainless steel 

corrosion rates on the Cl concentration that must be captured in the FMD model. 
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Figure 2-11. Results from potentiodynamic scans of a commercial 316L SS alloy in pH 4, 10 mM NaCl 

electrolyte (green) and pH 4, 1 M NaCl brine (brown).  

 

Figure 2-12 shows results from a potentiostatic hold of 316L steel at 0.25 V SCE in the pH 4, 10 mM NaCl 

solution.  This shows the rate decreases by a factor of ~150 within one day as the steel surface passivated 

and stabilized.  The corrosion rate of of 0.6 g m-2 yr-1 for the stabilized surface represents the H2 generation 

rate.  As mentioned above, series of potentiostatic tests can be conducted to derive the analytical dependence 

of the steel corrosion rate on the Eh, pH, and Cl concentration (and any other key variable) to calculate the 

H2 generation rate in the FMD model.  Although the combined potential and solution compositions used in 

all potentiostatic tests may not represent an actual disposal condition, they provide the database required to 

determine the dependencies of the stabilized rates on the environmental variables.  Results from a coupon 

immersion test would average the cumulative mass loss occurring during the first few hours over the 

duration of the experiment at the value of Ecorr, which would evolve during the tests and not be known.  

That average rate would not represent the H2 generation rate. 
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Figure 2-12. Results from potentiostatic test with commercial 316 stainless steel in pH 4, 10 mM NaCl 

electrolyte. 

 

In the next Section, we demonstrate how the potentiodynamic and potentiostatic rate measurements can be 

used to calibrate kinetic fuel degradation and in-package chemistry models using the rates from Figures 2-

10 – 2-12.  
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2.4 Example In-Package Chemistry Simulation and the Fuel Matrix Degradation 

Model: Role of Steel Corrosion 

The reaction-path modeling code Gechemist’s Workbench (Bethke, 2014) was used in series with the FMD 

model to investigate how the H2 concentration may evolve as the carbon steel (4320), stainless steel (316L) 

and spent fuel within a failed canister all corrode simultaneously.  The modeling approach is identical to 

that used in Jerden et al., 2017, except that the reactants in the present study are 4320 carbon steel and 316L 

stainless steel.   

The thermodynamic database used for this model was thermo.com.V8.R6 (Johnson et al, 2000) to which 

the steel reactants were added.  The masses of the different steel components and total solution volume 

were taken from the in-package chemistry model used for the YM TSPA (CRWMS, 2003).  The 

compositions of the steel reactants are shown in Table 2-2 above, the masses used for this model are shown 

in Table 2-3, and the initial groundwater composition, which is typical of a crystalline rock repository 

environment, is shown in Table 2-4.  The volume of solution used in the model was 4.1 m3, which is based 

on the void volume within the spent fuel canister assumed in CRWMS, 2003. 

 

Table 2-3.  Values used in the Geochemist’s Workbench steel titration model (from CRWMS, 2003). 

Materials Total Mass (kg) 
Specific Surface 

Area (m2 g-1) 
Total Area 

(m2) 

316 SS 5.9x103 4.1x10-6 24.2 

C-steel: 4320 2.1x103 8.7x10-5 180.5 

 

Table 2-4.  Initial solution composition used in Geochemist’s Workbench steel titration model (from 

Posiva, 2012).  This composition is typical of groundwater in a crystalline rock repository environment. 

  

Component 
Concentration 

(molar) 

pH 8.2 

Na 0.36 

Ca 0.25 

K 4.9x10-4 

Mg 1.5x10-3 

Sr 1.1x10-3 

Mn 9.3x10-6 

Fe 3.8x10-7 

Cl- 0.86 

SO4
2- 2.1x10-4 

CO3
3- 4.0x10-5 

SiO2 2.1x10-4 
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Six model runs were performed using the steel corrosion rates summarized in Table 2-5.  In-package 

solution compositions based on the measured steel corrosion rates were calculated first and then manually 

input into the FMD model to calculate the fuel dissolution rates.  Determination of the steel corrosion rates 

based on the seepage water composition, changes in the solution composition, and the resulting fuel 

dissolution rate will all be performed within a future version of the FMD model.  

 

It should be emphasized that the scoping electrochemical experiments performed for the present study were 

on the aggressive end of the possible range of conditions with respect to steel corrosion.  The low pH and 

relatively high chloride concentrations result in relatively high steel corrosion rates.  Further work is needed 

to represent the effects of the full range of relevant conditions shown in the Eh – pH diagrams above 

(Figures 2-2 and 2-6). 

 

Table 2-5.  Steel corrosion rates used for the Geochemist’s Workbench reaction path model. 

Model Run 
4320 C-Steel  

(g m-2 yr-1) 
Source of Rate 

316 Stainless Steel  

(g m-2 yr-1) 
Source of Rate 

1 91.0 Literature* 0.6 
Present Study 

(Figure 12) 

2 9000 
Present Study 

(Figure 10b) 0.6 
Present Study 

(Figure 12) 

3 91 Literature* 91.0 
Present Study  

PS# rate (Fig. 12) 

4 91 Literature* 9.0 
Present Study 

10% PS# rate (Fig. 12) 

5 9.0 Literature* 0.6 
Present Study 

(Figure 12) 

6 51.0 Literature* 0.6 
Present Study 

(Figure 12) 

*The literature reference used is Johnson and King, 2003, which provides rates for C-steel in general without 

specifying the exact composition. # PS stands for potentiostatic hold.  

 

In each model run, the formation of radiolytic oxidants was simulated by the addition of O2 to the solution 

over time.  The rate of O2 addition was initially 5x10-3 moles of O2 per kg of water per year and decreased 

linearly with time.  The initial O2 concentration is based on a G-value for H2O2 of 1.0 molecules per 100eV 

(Pastina and LaVerne, 2001).  The fuel burnup and dose rate assumptions are described below. 

   

Each model run involved the following steps: 

 

 The two steels (Table 2-2) in the proportions given in Table 3 were congruently reacted with the 

solution composition given in Table 4 at the rates specified in Table 5.  

 Geochemist’s Workbench was used to determine the evolution of the pH, Eh and speciation 

(solution and solids) of the simulated in-package solution corresponding to a given set of steel 

dissolution rates. 

 Results from the in-package solution simulations were used as input to the FMD model, which was 

used to calculate the H2 generation rate and corresponding spent fuel degradation rate.   

o Parameter values for the fuel environment (see Table 1) are from Jerden et al., 2015.  

o Parameter values for the steel environment (see Table 1) are from King and Kolar, 2003 

(the actual values of these parameters need to be determined experimentally for relevant 

types of steels).  
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o The environmental concentrations (constant concentration boundary) were [H2] = 1 x 10-9 

M, [O2] = 1 x 10-9 M, [Fe2+] = 1 x 10-9 M, [CO3
2-] = 1 x 10-6 M. 

o Temperature was held constant at 25 oC for all runs. 

o The fuel burnup was 60 GWd/tHM (gigawatt days per metric ton of initial heavy metal: 

U). 

o The age of the fuel for all model runs was 100 years out of reactor. 

 

The results from model runs 1 – 6 (Table 2-5) are presented in Figures 2-13 to 2-21. The following trends 

are consistent for all six model runs:  

 

 The initial Eh conditions fall within the U(VI) and ferric oxide stability fields due to the initially 

high O2 production rate.  However, once the initially accumulated O2 is consumed, the solution 

becomes reducing with respect to the U4+/U6+ and Fe2+/Fe3+ couples.  The time at which the Eh drop 

occurs varies depending on the steel corrosion rates used.   

 

 In all model runs except Run 2 (Table 2-5), the pH evolution involves an initial decrease down to 

below pH 6 followed by a rebound to above pH 8.  The initial pH decrease is caused by the oxidation 

of zero valent elements in the steel (reactions 4 and 6) and the subsequent pH increase is caused by 

reduction reactions that consume H+ (reactions 7 – 9).  The oxidation of iron to oxides involves 

both consumption and production of H+ (reactions 10 – 11). 

 

 The primary iron oxide phases in all model runs are ferric oxides and oxyhydroxides within the 

first few years of the simulation, but magnetite becomes the dominant oxide phase once the O2 is 

depleted and will likely represent the main alteration phase formed on C-steel.  Trevorite and 

chromite, nickel silicate, molybdenum oxide and nickel sulfide are predicted to form on the 316L 

SS.   

 

 The third set of plots for each model run shows results from the FMD model based on the steel 

corrosion rates for each scenario.  As the H2 generation rate is directly proportional to the steel 

corrosion rates, the FMD model predicts lower fuel degradation rates during faster steel corrosion.  

Once the fast-corroding steel (4320 carbon steel in these runs) is consumed, the H2 generation rate 

decreases to that of the lower steel corrosion rate (316L SS) and the fuel degradation rate increases 

accordingly.  The dotted lines on these plots show the evolution of the spent fuel degradation rate 

if no H2 is present (top dotted line) and for the case where spent fuel degrades solely by chemical 

dissolution (i.e., when oxidative dissolution is completely inhibited by the H2 effect).  

 

H+ production reactions: 

S  + H2O  + 1.5 O2(aq) ↔ 2 H+  + SO4
2-              (Reaction 4) 

C  + H2O  + O2(aq)  ↔ H+  + HCO3
-              (Reaction 5) 

P + 1.5 H2O  + 1.25 O2(aq)  ↔ 2 H+  + HPO4
2-             (Reaction 6) 

H+ consumption reactions: 

SO4
2- + H+ ↔ HS- + 2 O2(aq)               (Reaction 7) 

SO4
2- + 2 H+ ↔ H2S(aq)  + 2 O2(aq)               (Reaction 8) 

HCO3
- + H+  + H2O ↔ CH4  + 2 O2(aq)  (Reaction 9) 

Iron oxide formation reactions:   

Fe0 + 2 H+  + 0.5 O2(aq) ↔ Fe2+ + H2O              (Reaction 10) 

3 Fe2+  + 3 H2O  + 0.5 O2(aq) ↔ Fe3O4  + 6 H+           (Reaction 11) 

2 Fe2+  + 2 H2O  + 0.5 O2(aq) ↔ Fe2O3 + 6 H+           (Reaction 12) 
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Figure 2-13 shows the Eh and pH evolution for model runs 1 and 2, which both use a measured rate for 

316L SS corrosion and vary the 4320 steel corrosion rate between the measured value of 9000 g m-2 yr-1 for 

an Eh of -0.45 V SCE and a representative rate for higher pH and lower Eh (91 g m-2 yr-1) (Johnson and 

King, 2003).  Run 1 [Figure 13 (a) and (c)] shows an initial pH decrease from around pH 8 down to around 

pH 6 followed by an abrupt increase to pH 9.5 after 500 years caused by the consumption of O2 as indicated 

by the Eh trend. Run 2 [Figure 2-13 (b) and (d)] indicates that for the fast corrosion rate of 9000 g m-2 yr-1 

the initial pH decrease is not evident, presumably because all of the accumulated O2 is consumed in the first 

time-step (within the first year) due to rapid steel corrosion. For both cases the Eh drops from 0.8 V (SHE) 

during the low pH interval down to -0.6 V (SHE) for the high pH interval. 

 

Figure 2-14 shows how the masses of solids change over time for model runs 1 and 2 (Table 2-5).  For both 

runs 316SS is present throughout the 105-year time-frame.  For the moderate corrosion rate of 91 g m-2 yr-

1 the model shows that the 4320 carbon steel will be entirely consumed in 8000 years [Figure 2-14(a)].  

Using the higher corrosion rate of 9000 g m-2 yr-1 measured in the pH 4, 10mM NaCl for this study, the 

model predicts that all of the 4320 carbon steel will be consumed by year 60 [Figure 2-14(b)].  Plots (c) and 

(d) of Figure 2-14 show how the mineral assemblage on the corroding steels change over times (see bullets 

above).   

 

Figure 2-21 shows the impacts that the steel corrosion kinetics have on the spent fuel degradation rates 

calculated by the FMD model.  For the low 4320 steel corrosion rate [Figure 2-21(a)] used in Run 5, fuel 

degradation proceeds at a rate around a factor of 14 lower than the “no H2” case for 40,000 years.  Once all 

of the 4320 is consumed, the fuel degradation rate increases to a value that is a factor of 5 lower than the 

“no H2” case, which corresponds to a H2 generation rate equal the rate of 316 SS corrosion.  For the higher 

4320 steel corrosion rate [Figure 2-21(b)] used in Run 6, the fuel degradation rate is a factor of 250 lower 

than the “no H2” for the first 2,000 years, after which it increases to a factor of 4 lower than the “no H2” 

case due to 316L SS corrosion.  

 

Figure 2-15 shows the Eh and pH evolution for model runs 3 and 4 (Table 2-5), which both use the relatively 

high 316 SS corrosion rates from the literature (Johnson and King, 2003).  The 4320 steel corrosion rates 

for these runs were both set at the rate 91 g m-2 yr-1 found in the literature (Johnson and King, 2003).  Run 

3 [Figure 2-15 (a) and (c)] shows an initial pH decrease from around pH 8 down to around pH 5.6 within 

the first year followed by an abrupt increase to pH 10 in the first year caused by the consumption of 

accumulated O2. which is also indicated by the Eh trend. This trend is due to the relatively fast corrosion 

rate of 316 SS. The pH decrease extends to around 400 years in Run 4 with the lower corrosion rate.  For 

both cases, the Eh drops from 0.8 V (SHE) during the low pH interval down to -0.6 V (SHE) for the high 

pH interval due to the O2 consumption.  

 

Figure 2-16 shows how the masses of solids change over time for model runs 3 and 4 (Table 5).  Using the 

relatively high 4320 and 316 SS corrosion rates [Figure 2-16(a)] leads to the consumption of both steels 

within 4000 years.  For the lower 316SS corrosion rate of (9 g m-2 yr-1) in both runs, the model shows that 

the 4320 carbon steel will be entirely consumed in 4000 years [Figure 2-16(a)] but that the 316 SS will be 

present until the 40,000-year mark [Figure 2-16(b)].  Plots (c) and (d) of Figure 2-14 show how the mineral 

assemblage on the corroding steels change over times (see bullets above).   

 

Figure 2-19 shows the Eh and pH evolution for model runs 5 and 6, which both use a measured rate for 316 

SS corrosion and vary the 4320 steel corrosion rate between the relatively low rate of 9.0 g m-2 yr-1 and a 

rate of 51 g m-2 yr-1 (Johnson and King, 2003).  Run 5 [Figure 2-19 (a) and (c)] shows an initial pH decrease 

from around pH 8.0 down to pH 5.6 followed by an abrupt increase at 5000 years caused by the consumption 

of accumulated O2 as indicated by the Eh trends. Run 6 [Figure 2-19 (b) and (d)] indicates that the initial 

pH decrease only lasts until the 3000-year mark for the high corrosion rate of 4320.  The Eh drops from 0.8 

V (SHE) during the low pH interval down to -0.6 V (SHE) for the high pH interval in both cases. 
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Figure 2-20 shows how the masses of solids change over time for model runs 5 and 6 (Table 2-5).  For both 

runs, 316 SS remains throughout the 105-year time-frame.  For the low corrosion rate of 9 g m-2 yr-1 used 

in Run 5, the model shows that the 4320 carbon steel will last for 40,000 years [Figure 20(a)].  Using the 

higher corrosion rate of 91 g m-2 yr-1 in Run 6, the model predicts that all of the 4320 carbon steel will be 

consumed by year 2,000 [Figure 2-20(b)].  Plots (c) and (d) of Figure 2-14 show how the mineral 

assemblage on the corroding steels change over times (see bullets above).   

 

 
 

Figure 2-13. Results from simple in-package chemistry example model run using the reaction path code 

Geochemist’s Workbench: (a) and (b) correspond to conditions for run 1 shown in Table 2-5 and (c) and 

(d) correspond to run 2 in Table 2-5. 
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Figure 2-14. Results from Geochemist’s Workbench in-package chemistry model: (a) and (b) correspond 

to conditions for run 1 shown in Table 2-5 and (c) and (d) correspond to run 2 in Table 2-5.  
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Figure 2-15. Results from simple in-package chemistry example model run using the reaction path code 

Geochemist’s Workbench: (a) and (b) correspond to conditions for run 3 shown in Table 2-5 and (c) and 

(d) correspond to run 4 in Table 2-5. 
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Figure 2-16. Results from Geochemist’s Workbench in-package chemistry model: (a) and (b) correspond 

to conditions for run 3 shown in Table 2-5 and (c) and (d) correspond to run 4 in Table 2-5.  
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Figure 2-17. Results from simple in-package chemistry example model run using the reaction path code 

Geochemist’s Workbench: (a) and (b) correspond to conditions for run 5 shown in Table 2-5 and (c) and 

(d) correspond to run 6 in Table 2-5. 
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Figure 2-18. Results from Geochemist’s Workbench in-package chemistry model: (a) and (b) correspond 

to conditions for run 5 shown in Table 2-5 and (c) and (d) correspond to run 6 in Table 2-5.  
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Figure 2-19 shows the impacts that the steel corrosion kinetics have on the spent fuel degradation rates as 

calculated by the FMD model.  For the moderate 4320 steel corrosion rate [Figure 2-19(a)], fuel degradation 

proceeds at a rate around a factor of 60 lower than the “no H2” case for 8000 years.  Once all of the 4320 is 

consumed the fuel degradation rate increases to a value that is a factor of 4 lower than the “no H2” case, 

which corresponds to the rate of 316 SS corrosions.  For the high 4320 steel corrosion rate measured in the 

pH 4 solution [Figure 2-19(b)] the fuel degradation rate corresponds to the chemical dissolution rate due to 

high concentrations of H2 suppressing oxidative dissolution (4 orders of magnitude lower than the “no H2” 

case).  However, due to the rapid corrosion rate, the 4320 steel is consumed by year 60 causing a 

corresponding dramatic increase in the fuel degradation rate.   

 

For the relatively high 316 SS steel corrosion rate [Figure 2-19(c)] used in Run 3, fuel degradation proceeds 

at a rate that is around a factor of 250 lower than the “no H2” case for 4000 years.  Once all of the steel is 

consumed, the fuel degradation rate increases to the “no H2” case.  For the relatively low 316 SS corrosion 

rate [Figure 2-19(d)] used in Run 4, the fuel degradation rate is a factor of 250 lower than the “no H2” case.  

At the 4000-year mark, the fuel degradation rate increases to a value corresponding the 316 SS corrosion 

rate and, the degradation rate increases back up to the “no H2 case at the 40,000 year mark once all of the 

316 is consumed.  

 

  For the low 4320 steel corrosion rate [Figure 2-19(e)] used in Run 5, fuel degradation proceeds at a rate 

around a factor of 14 lower than the “no H2” case for 40,000 years.  Once all of the 4320 is consumed, the 

fuel degradation rate increases to a value that is a factor of 5 lower than the “no H2” case, which corresponds 

to the rate of 316 SS corrosion.  For the higher 4320 steel corrosion rate [Figure 19(f)] used in Run 6, the 

fuel degradation rate is a factor of 250 lower than the “no H2” for the first 2,000 years, after which it 

increases to a factor of 4 lower than the “no H2” case due to 316L SS corrosion.  
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Figure 2-19. Results from FMD model accounting for variations in steel corrosion rates.  These plots 

show how the degradation rate of the fuel changes over time with changes in the production rate of H2, 

which is controlled by the steel corrosion rate.  
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2.5 Recommendations 
 

The results of this study support the conclusions and recommendations that were identified and discussed 

in Jerden et al., 2017.  Several information gaps were identified for modeling the anoxic corrosion behavior 

of relevant steels in repository-relevant conditions and the impact on spent fuel degradation rates.  The 

magnitudes of the impacts of these processes were evident in Figures 2-15, 2-18 and 2-21, which show how 

the FMDM-predicted fuel degradation rates vary over a wide range of steel corrosion rates.  Clearly, the 

environmental dependencies of steel (and Zircaloy) corrosion rates must be taken into account in the FMD 

model to represent the evolving conditions in a breached waste package.  The high priority needs that were 

identified from the sensitivity runs discussed above are summarized in Table 6.   

 

Table 6.  Information gaps identified as part of the present work (adapted from Jerden et al., 2017).   

Process Issue and Data Needed Experimental Approach 

Long-term steel 

corrosion and H2 

generation rates at 

controlled Eh, pH, and 

and Cl–.   

Wide ranges of steel corrosion rates have been 

measured from mass loss in coupon tests under 

poorly controlled conditions; Those tests provide 

average rates that do not distinguish rates before 

and after passivation and do not identify the 

corrosion potential or provide a measure of the 

dependence of the corrosion rate on the Eh. 

Instantaneous steel corrosion rates with 

environmental dependencies (Eh, pH, Cl–, T) are 

needed to calibrate and validate the H2 

generation rate in the fuel matrix degradation 

model.  

 

Electrochemical measurements of 

steel corrosion rates provide 

dependencies on T, Eh, pH, and Cl– 

conditions for active corrosion and 

after passivation. 

Dissolution rates of 

aged, high burn-up fuels 

in the presence H2 from 

steel corrosion 

Based on canister design characteristics, it is 

likely that much of the spent fuel in the 

repository will not be exposed to groundwater 

until more than 1000 years after repository 

closure.  More studies are needed on the 

dissolution rates of actinide oxide materials that 

simulate “aged” ~1000 year old fuel in the 

presence and absence of H2. 

 

Synthesis of fission product and 

actinide doped simfuel, 

electrochemical measurements in the 

presence and absence of corroding 

steels 

The roles that the 

porous corrosion layers 

(formed on the fuel and 

steel) play in the 

kinetics of spent fuel 

matrix degradation 

Sensitivity runs performed with the FMDM 

indicate that the presence of a porous corrosion 

layer on the fuel surface will facilitate 

accumulation of oxidants and reductants (most 

importantly H2) at the fuel/solution interface to 

enhance the attenuating effect.  This process has 

not been confirmed or quantified experimentally. 

Generation of corrosion product 

layers on simulated fuels and steels 

under controlled conditions 

(potentiostatic), corrosion rate 

measurements under controlled 

conditions with and without 

corrosion product layer coupled with 

solution analyses and microscopy. 

 

Based on the sensitivity of the fuel degradation rate to an extreme range of steel corrosion rates 

demonstrated in Figures 2-13 to 2-21 above, it is recommended that the initial steel corrosion rate model 

be revised to include dependencies of steel and Zircaloy corrosion rates on key environmental variables.  

The scenario that needs to be studied involves post canister breaching conditions when the temperature will 

likely be 40 oC or lower (beyond 1000 years) with an initial solution composition similar to that shown in 

Table 2-4.  The sensitivity of steel corrosion kinetics to environmental conditions is complex (including 

active and passive mechanisms at different Eh and pH conditions) and should be represented as accurately 

as possible in the FMD model.  Corrosion rates of likely EBS materials should be measured under the 
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anticipated range of relevant conditions to derive analytical functions for key variables (Eh, pH, and Cl– 

concentration) that can be used in the FMDM.   
 

 

2.6  Conclusions 
 

The purpose of this study is to develop and test a process model for the degradation of uranium oxide spent 

fuel based on fundamental thermodynamics, kinetics, and electrochemistry that can be directly integrated 

into a repository performance assessment model.  Because the model is based on fundamental principles, it 

can be applied with confidence over geologic time scales.  The main features of the fuel degradation model 

discussed in this report are summarized in Figure 20, which is adapted from Jerden et al., 2017.  The one-

dimensional electrochemical/reactive transport FMD model was developed to meet this objective.  The 

recent and on-going work described in Jerden et al., 2017 and this report involved quantifying the role of 

H2 produced from the anoxic corrosion of steels in suppressing oxidative dissolution of the fuel.  To this 

end, an electrokinetic mixed potential model for steel corrosion was added as a sub-model to the FMD 

model to calculate the amounts of H2 generated as various metallic components in a waste package corrode. 

Sensitivity calculations relating the fuel degradation rate to the steel corrosion rates were performed to 

identify information gaps that need to be addressed to fully couple, calibrate, and validate the models. 

  

 

 
 

Figure 2-20.  Conceptual summary of the FMDM highlighting the main features discussed in this report 

(adapted from Jerden et al., 2017).  

 

 

The accomplishments and conclusions of this study are summarized as follows:  

 

 The scoping experiments discussed in this report demonstrated a straightforward electrochemical 

method that provides the electrokinetic information needed for model parameterization and 

validation.  Immersion tests can be used to provide information on mineralogy; however, they do 

not provide the quantitative, instantaneous corrosion rate data needed to calculate the H2 generation 

rate.  

 The FMD model was integrated with the GDSA PA code PFLOTRAN and the coupled model was 

tested over a range of H2 concentrations to show that it accurately reproduces results from the stand-

alone FMD model.  
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 An electro-kinetic mixed potential model for the corrosion of steels was coupled with the spent fuel 

dissolution reactions through the H2 generation reactions.  Modeling steel corrosion is a key part of 

the FMD model because it represents the main source of H2 within the breached canister.  Previous 

work has shown that less than 1 mM dissolved H2 can suppress the oxidative dissolution of spent 

fuel under anticipated disposal conditions (Jerden et al., 2015, Wu et al., 2014) 

 Sensitivity runs with the FMD model and new steel corrosion module show that enough H2 is 

produced when the steel is corroding actively to inhibit the oxidative dissolution of the fuel and 

limit the rate of fuel degradation to the chemical dissolution rate (which is 3 to 4 orders of 

magnitude lower than the maximum oxidative dissolution rate).   

o Model results indicate lower steel corrosion rates due to passivation of the steel surface 

will allow for significantly higher spent fuel degradation rates.  This is because, under 

anoxic conditions, the steel corrosion rate is directly proportional to the generation rate of 

H2.   

o The amount of H2 produced during passive steel corrosion is uncertain due to the lack of 

experimental data on steel corrosion rates in repository-relevant conditions where the Eh 

and pH are carefully controlled and monitored.  

 The FMD model was applied to a series of in-package chemistry scenarios that were simulated 

using the reaction path code Geochemist’s Workbench.  The scenarios involve a breached spent 

fuel canister containing relevant masses of carbon-steel and 316 stainless steel.  In the model, the 

steels were allowed to corrode in a groundwater typical of a crystalline rock repository.  Various 

steel corrosion rates and starting oxidant concentrations were used and the Eh, pH and spent fuel 

corrosion rates were calculated. 

o It was found that the pH evolution is particularly sensitive to the starting O2 concentration 

in the solution.  If it was assumed that the solution contained ~10 mM O2 (residual from 

canister emplacement and/or from the decomposition of radiolytic H2O2), the pH decreased 

from a starting value of pH 8.0 down to around pH 5.5, and then increased to pH 9.5 once 

the O2 was consumed.  The H+ consuming and generating reactions responsible for this 

behavior are identified.  The initial pH decrease does not occur when the starting O2 

concentration is in the μmolar range.  

o When the FMD model is applied using the steel titration model results, it shows that the 

fuel degradation rate will increase after carbon steel is consumed during the first few 

thousand years to decrease the H2 concentration.  This indicates that canisters containing 

relatively large amounts of carbon steel will likely provide low radionuclide source terms 

because they will maintain high H2 concentrations for longer time periods.  

 Comparison of the simple steel corrosion model currently used in the FMD model with recent 

electrochemical measurements indicates that the present model does not accurately represent long-

term steel degradation.  Electrochemical tests are needed to implement an improved steel 

passivation model in the FMD model by providing data sets with which the model can be calibrated 

for metals that will be present in the EBS and for key environmental variables.  The model and test 

protocol developed at ANL for metal waste form degradation are probably suitable, but this should 

be verified.   

 Simulations show how the presence of metals that corrode at different rates can extend the time 

over which H2 generation will attenuate the fuel degradation rate.  The materials used in the EBS 

can be selected to benefit the long-term performance of disposed fuel based on their measured 

corrosion behaviors and impacts on FMDM calculations.   

 Preliminary electrochemical tests on the corrosion of Zircaloy-4 cladding suggest that this material 

will provide another important source of H2 that is not currently accounted for in the FMDM.  

Including the H2 generated during Zircaloy cladding corrosion on fuel degradation will benefit 

performance assessments.  More experimental work is needed to confirm and conceptualize how 
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Zircaloy corrosion could influence spent fuel degradation rates and measure the dependence on 

environmental variables, particularly the chloride concentrations.   
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3. NONLINEAR DYNAMICS AND INSTABILITY OF AQUEOUS 

DISSOLUTION OF SILICATE GLASSES AND MINERALS 
 

3.1 Introduction 
 

Chemical weathering of silicate glasses and minerals plays a critical role in global biogeochemical cycles 

and climate evolution (Berner and Kothavala, 2001; Brady, 1991).  Silicate materials have also been used 

for numerous industrial, biomedical and environmental applications (Cailleteau et al., 2008; Gin, 2014).  

Borosilicate glasses have been proposed as a waste form for nuclear waste disposal, and the durability of 

these materials is a key physical property that needs to be evaluated for waste isolation (Gin, 2014).  Despite 

decades of intensive research, the mechanism controlling aqueous dissolution of these materials still 

remains controversial (Gin, 2014; Dran et al., 1986; Gin et al., 2015; Putnis, 2015).  The debate has centered 

on the possible formation of a leached surface layer and its role in material dissolution.  A silica-rich surface 

layer has been detected on both manufactured and natural silicate materials (Dran et al., 1986; Doremus, 

1975; Petit et al.; 1990). Alkali and alkaline cations in this layer are partially leached out and replaced by 

hydrogen ions during dissolution through 

a coupled diffusion-ion exchange 

process. The outer part of the leached 

layer may continuously be subjected to 

in-situ silicate network repolymerization 

and reorganization, leading to the 

formation of a dense silica gel layer that 

may passivate a dissolving solid surface 

and result in a dramatic drop in the 

dissolution rate (Cailleteau et al., 2008; 

Gin, 2015).  However, this long-held view 

has recently been challenged by 

observations of extremely sharp 

interfaces between altered rims and 

pristine material domains (Putnis, 2015; 

Hellmann et al., 2015; Ruiz-Agudo et al., 

2012), suggesting that material corrosion 

may undergo a direct dissolution-

precipitation process (Putnis, 2015; 

Hellmann et al., 2015). This argument is 

supported by isotope studies. Isotopes 

such as 18O and 26Mg artificially 

introduced into the contacted solution 

tend to enrich in the altered rim of a 

silicate sample with no observable 

sigmoid-shape diffusion profile toward 

the unaltered core (Geisler et al., 2010). 

Furthermore, oscillatory zonings are 

often observed in the altered rim of a 

silicate sample (Figure 3-1A) (Putnis, 

2015; Geisler et al., 2010; Dohmen et al., 

2013; Jeong and Sohn, 2011).  Such 

oscillatory behaviors are difficult to 

reconcile with the traditional leached 

layer concept (Putnis, 2015).    
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Figure 3-1. Oscillatory borosilicate glass dissolution and 

mineral precipitation as indicated by compositional zoning in an 

alteration zone (A) and schematic representation of modeling 

system (B). The actual Al and Ce contents are in the ranges of 0 

– 0.4 wt% and 0 – 2.4 wt%, respectively. Data in (A) were taken 

from Geisler et al. (2010).   
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The contradicting observations clearly 

indicate the complexity of silicate 

material dissolution and call for a new 

theory to account for such complexity.  

The new theory must also be able to 

explain the multiple stages of a glass 

dissolution process (Figure 3-2A).  As a 

silicate glass corrodes, the corrosion rate 

generally decreases, due to the reduction 

in chemical affinity for silicate network 

dissolution and the formation of a 

passivating layer on glass surfaces 

(Cailleteau et al., 2008; Gin, 2014; Gin 

et al., 2015).  Interestingly, a sharp 

increase in corrosion rate after a long 

period of rate drop has been observed in 

silicate glass dissolution experiments 

(Neeway et al., 2014; Fournier et al., 

2014), posing a serious concern about 

our ability to predict the long-term 

performance of borosilicate glasses as a 

durable waste form for nuclear waste 

disposal. The underlying mechanism for 

this rate resumption remains unknown 

(Gin, 2015).     

    

 

3.2 Results 
 

Our research started with addressing the 

issue of oscillatory zonings. Oscillatory 

zonings on archeologic glass samples 

have been attributed to seasonal 

fluctuations in temperature or 

hydrologic conditions (Brill and Hood, 

1961). But this explanation is apparently 

not applicable to the oscillatory zonings 

produced in laboratory experiments, 

which are usually conducted under 

static conditions with no externally 

imposed periodic changes on 

experimental conditions (Geislaer et al.; 

2010; Dohmen et al., 2013).  

Interestingly, temporal oscillations in 

silicate dissolution have been observed directly in laboratory experiments Falmon, 1996; Barkatt et a., 1993; 

Leturcq et al., 1999).  Thus, the observed oscillatory dissolution behaviors must be self-organizational 

(Dohmen et al, 2013), i.e., they must originate from the internal dynamics of solid-water interactions. Self-

organization requires a positive feedback among physical and chemical processes involved in a system 

(Nicolis and Prigogine, 1977; Wang and Merino, 1995).  In silicate dissolution, the following positive 

feedback may operate: As a silicate material corrodes, cations (notably Na+) in the material are released 

A 

B 

Figure 3-2. Evolution of silicate glass dissolution (A) and 

its nonlinear dynamics (B).  A positive feedback between 

glass dissolution and solution chemistry may lead to 

oscillatory glass dissolution, interface sharpening and 

alteration resumption at the late stage of glass corrosion.  

Note that this feedback becomes effective only for the base 

leg of the dissolution curve (B). IEP: Isoelectric point. 𝐿𝑔
𝑚𝑖𝑛 

is the minimum spatial resolution for a microanalysis and 

imaging technique for characterizing the sharpness of a 

reaction front (≤ 1nm). The data points in (A) were taken 

from Neeway et al. (2014). 
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into the solution, resulting in a 

high cation concentration and pH 

at the reaction front (∆[𝑂𝐻−] ≈
∆[cation] for charge balance). 

Under alkaline conditions, silicate 

dissolution is catalyzed by both 

hydroxyl groups and cations 

(Stumm, 1992; Wolery et al., 

1996; Icenhower and Dove, 2000).  

The resultant high pH and cation 

concentration enhance silicate 

material dissolution, which in turn 

accelerates cation release.  A 

silicate dissolution rate usually has 

a V-shape dependence on pH 

(Stumm, 1992).  The proposed 

self-accelerating mechanism 

operates only under alkaline 

conditions, that is, on the right 

branch of the rate curve in Figure 

3-2B.  

 

To test the concept, we formulated 

a nonlinear dynamic model for 

glass dissolution (see equations 

and nomenclatures in Section 3.4 

Methods). Numerical simulations 

of the model show that the 

proposed mechanism generates 

oscillatory dissolution within a 

reasonable parameter space 

(Figure 3-3).  The equilibrium 

silica concentration for glass 

dissolution is estimated to be ~ 10-

3 to 10-2 M (Gin et al., 2012).  The cation concentration at the isoelectric point (IEP) (𝐶𝐼𝐸𝑃) (Figure 3-2B) 

can vary widely depending on experimental or environmental conditions; a range of 10-4 to 10-2 M could 

be a reasonable choice Falmon, 1996).  Accordingly, the concentration ratio between silica and cation (𝜃) 

in Fig. 3A varies from 1 to 100. Oscillatory dissolution occurs over a wide range of 𝜃 but only within a 

narrow range (0.8 to 3.0) of 𝛾. The narrow 𝛾 range implies that self-organization requires the dissolution 

rate and the mass exchange rate to be on the same order of magnitude so that the two processes can interplay 

with each other. At the beginning of the dissolution, no altered zone is developed and the dissolution process 

is overwhelmed by mass exchange. Thus, 𝛾 always starts from a low value, and then increases as the 

alteration product builds up, leading to a transition from a plain altered zone  to an oscillatory zone (Figure 

3-4A), as observed in leaching experiments (Geisler et al., 2010; Dohmen et al, 2013). Oscillatory zoning 

thus tends to emerge at a late stage of a dissolution process.  Self-organization also requires the order of the 

dissolution reaction with respect to cation to be higher than 1.4 (Figure 3-4B).  The  dissolution rate is 

known to be proportional to [≡ 𝑂𝐻−]2 (Wieland et al., 1988; Wirth and Gieskes, 1979), where ≡ 𝑂𝐻− is 

the adsorbed hydroxyls.  At a low surface coverage, [≡ 𝑂𝐻−] ∝ [𝑂𝐻−]. Considering the additional 

catalytic effect of cations through ionic strength (Icenhower and Dove, 2000), the reaction order n is 

estimated to be ~ 1.0 to 2.5.  Parameter 𝛼 is constrained between 0.3 and 0.6 from glass compositions (Petit 

Figure 3. Predicted concentration oscillations at the glass 

dissolution interface. Parameter values used in the simulation: α = 

0.4, γ = 0.9, n = 2.0, β = 5.0, θ = 40, η = 2, κ = 2.0, c0 = s0 = 𝑠𝑝
𝑒 = 

0.001 (see Methods for parameter definitions). Silica precipitation 

rate and therefore the Si content in the altered zone oscillates in 

phase with the dissolved silica concentration [Equation (3-5)]. 

The amounts of impurities incorporated into the precipitated silica 

are expected to be proportional to both the concentrations of the 

impurities (roughly mimicked by the cation concentration shown 

in the figure) and the silica precipitation rate (Wang and Merino, 

1995). The proposed model thus predicts that impurity contents in 

an altered zone of a silicate material oscillate precisely in phase 

with each other but slightly out of phase with silica content, as 

observed (Geisler et al., 2010) (Figure 3-1A).   
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et al., 1990; Geisler et al., 2010; Barkatt et al., 1993).  Oscillatory dissolution is thus expected to be 

relatively common in silicate material corrosion (Figure 3-4). 

 

 

 

The time scale for each oscillation (Tb) is estimated to be (See Section 3.4 methods): 

 

  

𝑇𝑏 ≈ 𝜏𝑏𝑇 = 𝜏𝑏

𝐿1𝐿2

𝐷𝑐
 (3-1) 

 

 

where 𝜏𝑏 is the scaled time for each oscillation, estimated to be 10 – 50 from the numerical simulations 

(Figure 3-3). A gap of micrometers has been observed between the pristine glass surface and the altered 

rim (Dohmen et al, 2013).  If we take this gap as the boundary layer, the thicknesses of the boundary layer 

(𝐿1) would be on the order of ~ 1 to 10 μm.  The thickness of the altered zone (𝐿2) is estimated to be on the 

order of ~10 to 100 μm, based on microstructural analyses of leached silicate samples (Geisler et al., 2010; 

Dohmen et al., 2013). The altered zone thickness is expected to be bounded by the thickness of the plain 

altered zone formed prior to oscillatory dissolution and the thickness of the overall altered zone.  The 

diffusion coefficient (𝐷𝑐) for a mobile species in the altered zone in a reorganized dense silica gel could be 

as low as 6×10-15 cm2/s (Gin et al., 2015). As discussed below, such a dense layer is unlikely to form under 

the conditions for oscillatory dissolution. The actual altered zone could be porous (Dohmen et al., 2013) 

with a much higher diffusion coefficient.  𝐷𝑐 is thus chosen to be 10-13 to 10-11 cm2/s.  From Equation (3-

1), the time scale for each oscillation is estimated to range from hours to years, consistent with observations 

(Geisler et al., 2010; Dohmen et al., 2013; Brill and Hood, 1961). It is interesting to note that an archeologic 

study of ancient Roman glass artifacts show that each oscillatory layer might have formed over a time scale 

of a year (Brill and Hood, 1961).  Similarly, the thickness of each band (Lb) can be estimated by (see Section 

3.4 Methods): 

 

𝐿𝑏 ≈ 𝛾𝑣𝑚𝐶IEP(1 + 𝛽𝑐̅𝑛)𝐿1 (3-2) 

 

where 𝑐̅ is a typical scaled cation concentration chosen to be ~ 10 based on the numerical simulations; and 

𝑣𝑚 is the volume of pristine solid containing 1 mole of SiO2, estimated to be ~30 cm3/mole (Robie et al., 

1978). For 𝛾 ≈1.0, 𝛽 ≈5 (Figures 3-3 and 3-4) and 𝐶𝐼𝐸𝑃 = 10-4 to 10-2 M (see the discussion above), 𝐿𝑏 is 

estimated to range from 0.1𝐿1 to a few 𝐿1 units, that is, sub-micrometers to tens of micrometers, consistent 

with observations (Hellmann et al., 2015; Dohmen et al., 2013). 

 

The proposed mechanism provides a logical explanation for the occurrence of leached layers.  The evolution 

of the leached layer thickness (𝐿𝑔) is governed by (see Section 3-4 Methods for nomenclatures):  

 

𝑑𝐿𝑔

𝑑𝑡
≈

𝐷𝑔

𝐿𝑔
− 𝑅𝑣𝑚 =

𝐷𝑔

𝐿𝑔
− 𝑣𝑚𝑘𝑑𝐶IEP(𝑆𝑑

𝑒 − 𝑆) [1 + 𝛽 (
𝐷𝑔𝐿2

𝐶IEP𝐿𝑔
)

𝑛

] (3-3) 

 

where 𝐷𝑔 is the cation diffusion coefficient in the leached layer. As material dissolution pushes the 

chemistry of the boundary layer toward the right branch of the dissolution curve in Fig. 2B and the reaction 

product builds up (increasing L2), the second term in the far right-hand side would eventually overtake the 

first term. For reaction order n > 1, the leached layer then becomes progressively thinner (i.e., a smaller 𝐿𝑔 

makes the 𝐿𝑔 decrease even faster)  – a self-sharpening mechanism for the formation of an extremely sharp 

interface between a pristine silicate material and the surrounding altered rim (Hellmann et al., 2015; 
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Dohmen et al., 2013). Leached layers are 

thus transient and tend to form at an early 

stage of a dissolution process under mildly 

acid to neutral conditions (Figure 3-2B).  

 

The stage of alteration resumption is also a 

natural consequence of the self-

accelerating mechanism.  Assume that 

glass dissolution starts on the lower part of 

the dissolution curve in Figure 3-2B.  Due 

to a low dissolution rate, a leached layer 

forms. As the dissolution proceeds, the 

dissolution rate increases as more cations 

accumulate in the boundary layer, leading 

to disappearance of the leached layer.  

When the dissolution rate becomes on the 

same order of magnitude as the mass 

exchange rate with the bulk solution, 

oscillatory dissolution may emerge.  

Eventually, the dissolution rate overtakes 

the mass exchange rate, leading to a 

“runaway” situation with a sharp increase 

in the cation concentration at the interface 

and therefore the dissolution rate.  The 

sharp increase in both cation concentration 

and pH inevitably causes zeolite 

precipitation (Figure 3-5). Contradicting 

the existing view that the zeolite 

precipitation causes alteration resumption 

(Gin et al., 2012), our work suggests that 

zeolite formation is a consequence of the 

alteration resumption process, consistent 

with experimental observations that adding 

initial amount of zeolite (analcime) had no 

effect on glass alteration (Furnier et al., 

2013).  The precipitation of zeolite would 

eventually limit further increase in the 

reaction rate by removing cations from the 

boundary layer (Figure 3-5). Thus, the 

resumption rate may represent a long-term 

rate for silicate glass dissolution. Whether 

or how soon the alteration resumption 

occurs apparently depends on glass composition as well as the chemistry of the contacted solution. Thus, 

the durability of a glass can be improved by choosing an appropriate glass composition such that a proper 

alteration product will form which will limit the dissolution to the lower part of the dissolution curve (Figure 

3-2B). Therefore, in principle, it is possible to formulate a glass composition that can adapt to a specific 

environmental condition to achieve optimal performance in terms of glass durability.    

 

  

Figure 3-4. Behavior diagrams for silicate glass 

dissolution. As the alteration zone builds up, the 

dissolution transits from a no-oscillation state to an 

oscillation state as observed9.  Parameter values used in 

the calculation: (A) α = 0.4, n = 2.0, β = 0.9, η = 2, κ = 

2.0, c0 = s0 = 𝑠𝑝
𝑒 = 0.001; (B) γ = 1.0, n = 2.0, β = 1.0, θ = 

40, κ = 2.0, c0 = s0 = 𝑠𝑝
𝑒 = 0.001 (see Section 3-4 Methods 

for parameter definitions).  
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3.3 Discussion 
 

One aspect to be considered in glass formulation 

is the content of dissolvable anionic components 

such as boron in a borosilicate glass.  The release 

of boric acid from glass dissolution tends to 

compensate the aforementioned positive 

feedback between cation release and cation-

enhanced dissolution kinetics.  This effect can be 

factored into our model through an effective 

cation concentration [effective cation], defined 

as [total dissolved cations] – [total dissolved 

anions] with proper charge corrections.  In this 

case, ∆[𝑂𝐻−] ≈ ∆[effective cation].  The 

release of dissolved anionic species would thus 

push the dissolution curve in Fig. 2B toward the 

right and therefore delay the transition of 

dissolution stages. In this sense, the inclusion of 

boron component in a glass formulation may 

enhance the durability of the glass. Similarly, 

any component from the contacted solution that 

can change the pH at the dissolution front 

through a reaction should also be taken into 

account. For instance, in glass alteration in 

seawater, Mg2+ from seawater can react with 

glass components to form Mg-smectite (Verney-

Carron et al., 2010): 

 

0.33Al3+ + 3.65Mg2+ + 3.67SiO2(aq) + 4.66H2O → Mg3.65Al0.33Si3.67O10(OH)2 + 7.32H+ (3-4) 

 

The H+ produced from this reaction tends to counter the pH rise caused by cation release from glass 

dissolution.  Smectite precipitation may thus play the same role as zeolite precipitation in limiting the 

dissolution rate “runaway” at the alteration resumption stage (Figure 3-2B).  It should be pointed out that 

the model presented here is only a first-order approximation to an actual complex dissolution process. A 

detailed evaluation of the potential impacts of material composition and water chemistry on dissolution 

kinetics requires an explicit consideration of chemical speciation and secondary mineral formation, which 

is beyond the scope of this paper but certainly an interesting topic for future research.      

 

Temperature can play an important role in controlling the transition from one dissolution mode to another.  

The activation energy for aqueous ion diffusion typically ranges from 15 to 20 kJ/mole (Toryanik and 

Kisel’nik, 1969) whereas the activation energy for glass dissolution is ~ 86 kJ/mole (Verney-Carron et al., 

2010).  Assume that glass dissolution starts at the lower part of the dissolution curve in Figure 3-2B.  As 

the temperature increases, the dissolution rate accelerates faster than the diffusion rate and eventually 

overtakes the latter, leading to oscillatory dissolution and possibly alteration rate resumption (Figure 3-2B). 

Thus, increasing temperature may enhance the chance for oscillatory zoning and alteration resumption. This 

may be a reason why the most extensive set of oscillatory zoning was observed in the experiment conducted 

at an elevated temperature (150 oC) (Geisler et al., 2010).  Interestingly, alteration resumption has not been 

observed for borosilicate glasses in laboratory experiments at pH < 10 and temperature < 90 oC (Fournier 

et al., 2013).  In general, based on our model, a low temperature, high dissolvable anion content, or low 

solution pH tends to delay or inhibit the occurrence of oscillatory zoning and alteration rate resumption.                  

Figure 3-5. Evolution of water chemistry and mineral 

precipitation at a reaction front of silicate material 

dissolution. 
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This proposed self-accelerating mechanism may cause the instability of a dissolution front: A higher 

dissolution rate at one surface location would lead to a higher accumulation of cations and therefore a higher 

dissolution rate at that location, which would in turn promote the local dissolution. This positive feedback 

may lead to the formation of a wavy dissolution front (Wang and Merino, 1995). Interestingly, such wavy 

fronts are observed in silicate glass corrosion (Dohmen et al., 2013).  The development of a wavy alteration 

front coupled with the oscillatory zoning may be responsible for the formation of growth rings on the 

surface of corroded Roman glasses (Dal Bianco et al., 2004).  Growth rings are concentric banding patterns 

with a typical size of ~ 1 mm; the patterns are roughly equally spaced with each consisting of ~ 190 

concentric rings in average; and those patterns seem to have grown simultaneously since the interface 

between two neighboring patterns is a straight line (Dal Bianco et al., 2004).  Based on the concept proposed 

here, growth rings are thus the geometric intercepts of wavy repetitive alteration zones with a view plane.        

 

Finally, the proposed mechanism provides a new perspective for predicting silicate mineral weathering 

rates in natural systems. The pH and cation concentration of water at a dissolution interface could be much 

higher than those in the bulk solution (e.g. extractable pore water). Using bulk pore water chemistry for 

prediction, as done currently, may significantly underestimate mineral reaction rates. Similarly, silicate 

mineral weathering in environments with limited water availability, for example, in semiarid to arid regions, 

may be more dynamic than previously thought. The proposed mechanism can create local high pH 

microenvironments in rocks and thus enhance CO2 dissolution and mineralization, a mechanism probably 

responsible for continuous large CO2 uptake by desert soils (Wohlfahrt et al., 2002).               

                        

3.4 Methods 

 

The modeling system for oscillatory silicate glass dissolution is shown in Figure 3-1B. It consists of three 

physical domains: a pristine glass domain, a boundary layer, and an alteration zone. The leached layer in 

the figure is not included, because it is likely to be absent in oscillatory dissolution due to the self-

sharpening effect of a reaction front as discussed above.  The dynamics of aqueous silicate material 

dissolution can be described by: 

 

𝐿1

𝑑𝐶′

𝑑𝑡
= 𝛼𝑘𝑑𝐶IEP [1 + 𝛽 (

𝐶′

𝐶IEP
)

𝑛

] (𝑆𝑑
𝑒 − 𝑆′) −

𝐷𝑐

𝐿2
(𝐶′ − 𝐶0) (3-4) 

𝐿1

𝑑𝑆′

𝑑𝑡
= 𝛼𝑘𝑑𝐶IEP [1 + 𝛽 (

𝐶′

𝐶IEP
)

𝑛

] (𝑆𝑑
𝑒 − 𝑆′) −

𝐷𝑠

𝐿2

(𝑆′ − 𝑆0) − 𝑘𝑝(𝑆′ − 𝑆𝑝
𝑒) (3-5) 

 

where 

 

C’ – Cation concentration within the boundary layer 

𝐶0 – Cation concentration in the bulk solution (outside the altered zone) 

𝐷𝑐 – Diffusion coefficient of cations in the altered zone 

𝐷𝑠 – Diffusion coefficient of dissolved silica in the altered zone  

𝐿1 – Thickness of the boundary layer at the dissolution interface 

𝐿2 – Thickness of the altered zone 

𝑘𝑑 – Reaction rate constant for silicate material dissolution 

𝑘𝑝 – Reaction rate constant for silica mineral precipitation 

𝑛 – Order of silicate dissolution reaction with respect to cation   

S’ – Silica concentration within the boundary layer 

𝑆0 – Silica concentration in the bulk solution 
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𝑆𝑑
𝑒 – Equilibrium silica concentration for material dissolution 

𝑆𝑝
𝑒 – Equilibrium silica concentration for silica precipitation  

t – Time  

𝛼 – Molar ratio of cations (mainly Na+) to Si4+ in the pristine silicate material 

𝛽 – Positive constant characterizing the catalytic effect of cations on silicate material dissolution 

 

The first terms on the right-hand side of Equations (3-4) and (3-5) represent the mass accumulation due to 

silicate material dissolution. The factor [1 + 𝛽 (
𝐶′

𝐶𝐼𝐸𝑃
)

𝑛
] is introduced to capture the catalytic effect of 

cations on the dissolution of silicate network in the materials.  We here only consider silicate material 

dissolution under alkaline conditions, that is, on the right branch of the dissolution curve in Figure 3-2B. 

The dissolution reaction is assumed to be first order with respect to the dissolved silica concentration (Gin 

et al., 2012).  The other terms on the right-hand side of the equations represent the mass exchange between 

the boundary layer and the bulk solution or the mass consumption by silica mineral precipitation.   

 

Equations (3-4) and (3-5) can then be cast into the following dimensionless equations: 

  

𝑑𝑐

𝑑𝜏
= 𝛼𝛾(1 + 𝛽𝑐𝑛)(1 − 𝑠) − (𝑐 − 𝑐0) (3-6) 

𝜃
𝑑𝑠

𝑑𝜏
= 𝛾(1 + 𝛽𝑐𝑛)(1 − 𝑠) − 𝜂(𝑠 − 𝑠0) − 𝜅(𝑠 − 𝑠𝑝) (3-7) 

 

with the following scaling factors: 

 

𝑐 =
𝐶′

𝐶IEP
 𝑠 =

𝑆′

𝑆𝑑
𝑒 𝜏 =

𝑡

𝑇
  

𝑇 =
𝐿1𝐿2

𝐷𝑐
 𝛾 =

𝑘𝑑𝑆𝑑
𝑒𝐿2

𝐷𝑐
 𝜃 =

𝑆𝑑
𝑒

𝐶IEP
 (3-8) 

𝜂 =
𝐷𝑠𝑆𝑑

𝑒

𝐷𝑐𝐶IEP
 𝜅 =

𝑘𝑝𝑆𝑑
𝑒𝐿2

𝐷𝑐𝐶IEP
   

where 

 

c - Scaled silica concentration 

s – Scaled silica concentrations 

𝑇 – Characteristic time scale of the system 

𝛾 – Scaled glass dissolution rate relative to the rate of diffusional mass exchange between the boundary 

layer and the bulk solution 

𝜂 – Scaled diffusivity ratio between silica and cation 

𝜃 – Characteristic concentration ratio between silica and cation 

𝜅 – Scaled rate constant for silica mineral precipitation 

𝜏 – Scaled time 

  

Equations (3-6) and (3-7) were solved using an arbitrary-precision ordinary differential equation solver 

from python package mpmath (http://mpmath.org/) and Mathematica (Wolfram Research Inc. 2015).  The 

behavior diagrams in Figure 4 were constructed by numerical simulations. 

 
 

  

http://mpmath.org/
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4. EXPERIEMNTAL STUDY OF URANIUM SORPTION ON 

BENTONITE SAMPLES FROM FEBEX 
 

4.1 Introduction 
 

Uranium (U) contamination in the subsurface is a part of the legacy of nuclear weapons and energy 

production, resulting from mining and milling activities, processing of nuclear materials, and nuclear waste 

disposal.  The U.S. Department of Energy (DOE) is tasked with cleaning up U-contaminated aquifers at a 

number of sites, including the Uranium Mill Tailings Remedial Action (UMTRA) sites and the Savannah 

River, Oak Ridge, and Hanford sites where a variety of different radionuclides are present. In order for 

nuclear energy to be viable, a long-term nuclear waste disposal repository capable of isolating high-level 

(HLW) and low-level radioactive waste (LLW) over the time scales necessary for decay of long-lived 

radioactive isotopes (> 106 years) must be created. Most nuclear waste repositories currently under 

investigation use clay media (i.e., bentonite or shale) as engineered barriers or as the host rock for geologic 

storage (Altmann, 2008; Altmann et al., 2012; Delay et al., 2007; Guyonnet et al., 2009; SKB, 2011; 

Tournassat et al., 2015). Clays are good barriers for HLW due to their low hydraulic conductivity, which 

restricts contaminants to diffusion-based transport, and their high adsorption capacity for contaminants, 

which slows transport even further. Montmorillonite, a smectite mineral, is the dominant clay mineral found 

in bentonite. It has a 2:1 layer-type phyllosilicate structure, with a large specific surface area (~750 m2/g) 

and cation exchange capacity (~1 molc/kg). 

 

Uranium can exist in both the tetravalent and hexavalent oxidation state. However, due to the limited 

solubility of U(IV), U(VI) is the most common oxidation state found in the dissolved phase. U(VI) 

adsorption varies as a function of pH, bicarbonate, and Ca concentrations due to changes in U(VI) aqueous 

speciation.  At moderate bicarbonate concentrations (> 1 mM) above pH 7, U(VI) speciation is dominated 

by uranyl-carbonato complexes [UO2CO3(aq), UO2(CO3)2
2-, UO2(CO3)3

4-] in the absence of Ca, and 

calcium-uranyl-carbonato ternary complexes [Ca2UO2(CO3)3(aq), CaUO2(CO3)3
2-] in the presence of 

typical groundwater Ca concentrations (> 1 mM) (Dong and Brooks, 2006; Fox et al., 2006; Guillaumont 

et al., 2003). These calcium-uranyl-carbonato complexes adsorb weakly or not at all to mineral surfaces, 

and thus changes in U(VI) speciation have a large impact on its sorption behavior and transport (Fox et al., 

2012; Fox et al., 2006; Stewart et al., 2010). While U(VI) adsorption to purified Na-montmorillonite has 

been studied extensively over a range of chemical conditions (Marques Fernandes et al., 2012; Pabalan and 

Turner, 1996; Tournassat et al., 2017; Turner et al., 1996), the presence of mineral impurities and non-

sodium forms of montmorillonite complicates U(VI) adsorption behavior and warrants further study. 

 

Storage of HLW can result in high temperatures near the waste canisters resulting from radioactive decay. 

The effects of elevated temperature on the engineered barrier must be taken into account when designing a 

nuclear waste repository. Such effects may include changes in the hydrological and mechanical properties 

of clay, changes in pore water chemical compositions, and changes in the clay and accessory mineral 

composition (Cuadros and Linares, 1996; Wersin et al., 2007; Zheng et al., 2015). The conversion of 

montmorillonite to illite, known as illitization, is one of the primary mineralogical changes expected to 

occur during long-term exposure to high temperatures. Zheng et al. (2015) predicted the extent of illitization 

over a 1000-year simulation to be 1-8% (volume fraction) at 100 °C, and 1-27% at 200 °C in a modeling 

study. Concentrations of pore water potassium (K) and the abundance and dissolution rate of K-feldspar 

were the primary chemical factors controlling the extent of illitization in their study (Zheng et al., 2015). 

Intrusion of groundwater from the surrounding host rock may also have an effect on the clay properties. In 

order to investigate these combined effects on an engineered barrier, the FEBEX (Full-Scale Engineered 

Barriers Experiment) in situ heater test was conducted by Empresa Nacional de Residuos Radiactivos 

(ENRESA) under the auspices of the European Union at the Grimsel Test Site from 1997 to 2015. Highly 

compacted bentonite blocks, serving as the engineered test barrier, were placed in a radial arrangement 
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around two underground heaters and heated to a maximum of 100 °C in a crystalline host rock. Detailed 

information on the test can be found elsewhere (ENRESA, 2000). The clay selected for the FEBEX 

experiment was a bentonite from the Cortijo de Archidona deposit (Almería, SE Spain), which is primarily 

made up of smectite (93%), with minor amounts of quartz (2%), plagioclase (3%), cristobalite (2%), 

potassium feldspar, calcite, and trydimite as accessory minerals (Fernández et al., 2004).  

 

The primary goal of this work was to study the effect of bentonite heating under realistic field conditions 

on U(VI) adsorption behavior. Furthermore, we aimed to provide mechanistic insight into observed 

differences in U(VI) adsorption as a result of heat treatment. Bentonite samples from the FEBEX in situ 

experiment, which experienced varying temperature and water saturation conditions, were tested for U(VI) 

adsorption. In this section, we first present results from an experiment comparing U(VI) adsorption kinetics 

at a single condition of temperature, pressure, and water composition onto FEBEX bentonite samples, 

which experienced a range of temperature and water saturation conditions. Following that, we present 

results from equilibrium U(VI) adsorption experiments conducted over a wider range of chemical 

conditions on both unpurified (“bulk”) and purified FEBEX bentonite. A comparison of the U(VI) 

adsorption behavior on unpurified and purified bentonite can be used to determine whether the observed 

differences in U(VI) adsorption as a result of heating are due to (1) changes in the pore water chemistry and 

accessory mineral components, or (2) structural changes in the smectite clay structure. Lastly, we present a 

brief discussion of planned future work. 

 

4.2 Kinetics of Uranium(VI) Adsorption onto Heat-treated and Cold-zone FEBEX 

Bentonite 
 

4.2.1 Materials and Methods 

 

Bentonite samples were obtained from the second dismantling of the FEBEX (Full-Scale Engineered 

Barriers Experiment) in situ heater test in 2015, after 18 years of heating. The FEBEX heater test was 

conducted by ENRESA under the auspices of the European Union at the Grimsel Test Site. Detailed 

information on the test can be found elsewhere (ENRESA, 2000). Briefly, bentonite was compacted into 

blocks (“bentonite rock”) at 1650 kg/m3 dry density, placed in a radial arrangement around two underground 

heaters and heated to a maximum of 100 °C. The degree of water saturation and temperature varied with 

radial distance, with water saturation greatest and temperature lowest at the furthest distance from the heater 

(Table 4-1). For this study, we studied bentonite samples from four locations, two locations in the heater 

test zone (BD-48) at radial distances of 50 and 108 cm from the center axis and two locations from a control 

non-heated zone (BD-59) at the same radial distances. The section layout during dismantling is described 

by Detzner and Kober (2015). Three replicate blocks were used from each location, with the exception of 

BD-59 at 108 cm, where only two blocks were used. The blocks were split open and approximately 200 g 

of bentonite was removed from the center of each block and dried in an oven at 60 °C for one week. The 

dried bentonite was then crushed by hand using a porcelain mortar and pestle, and sieved through a 0.063 

mm sieve in order to remove sand particles and reduce sample heterogeneity. Equivalent weights of each 

replicate block were mixed together to form composite samples for the four locations. Average water 

contents and historical in situ temperatures are shown for each composite sample in Table 2-1. In addition 

to the heater test bentonite samples, a sample of the original untreated bentonite, which had not been 

compacted into bentonite rock or emplaced in the in situ experiment, was also obtained. This original 

bentonite was dried, crushed, and sieved in the same manner as the other bentonite samples. FEBEX 

bentonite contained primarily smectite (93%), with minor amounts of quartz (2%), plagioclase (3%), 

cristobalite (2%), potassium feldspar, calcite, and trydimite as accessory minerals (Fernández et al., 2004). 

Bentonite stock solutions were prepared at concentrations of 5 g/L for each sample and stored at 4 °C prior 

to starting experiments. 
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Table 4-1. Composite FEBEX heater test samples used for U(VI) adsorption experiments 

 

Test 

Section 

Distance to 

axis 

(cm) 

Replicate Blocks Water Content 

(g water/g dry 

clay) 

Average 

Temperature(b) 

(°C) 

BD-48 50 BD-48-3, BD-48-6, BD-48-9 0.14 95 

BD-48 108 BD-48-1, BD-48-4, BD-48-7 0.26 45 

BD-59 50 BD-59-10, BD-59-11, BD-59-

12 

0.22 20 

BD-59 108 BD-59-2, BD-59-3 0.26 20 

Original(a) - - 0.09 - 

(a) Unheated and uncompacted 

(b) Average temperatures from ENRESA (2000) and L. Zheng, personal communication 

 

 

4.2.2 Kinetic Adsorption Experiments 

 

Batch kinetic U(VI) adsorption experiments were conducted on the four composite bentonite samples and 

the original bentonite at a single water chemical composition, in equilibrium with air at room temperature 

(22-24 °C). Chemical conditions were as follows: total U(VI) concentration = 8.4 x 10-7 M, pH = 7.5, NaCl 

concentration = 50 mM, and bentonite concentration = 0.5 g/L. The dissolved inorganic carbon (DIC) 

concentrations imposed by atmospheric CO2 partial pressure under these conditions ranged between 0.18 

and 0.28 mM. Experiments were conducted in 250 mL plastic (high-density polyethylene) bottles and 

subsamples were collected at various time points (4.8, 8.1, 24, 49, 75, and 168 hours) for up to one week. 

Samples were prepared by weighing appropriate volumes of stock solutions (1 M NaCl, 5 g/L bentonite 

stock) and MilliQ water to reach a total volume of 200 mL, then adjusting pH to 7.5 using 0.1 or 0.01 M 

HCl or NaOH. Duplicates were prepared for each bentonite sample. Samples were maintained under these 

conditions on an orbital shaker for 92 hours, adjusting pH 1-2 times a day as necessary to equilibrate the 

solids with the chemical conditions prior to spiking with U(VI). Samples were then spiked with U(VI) stock 

solution (3.15 x 10-4 M), and the pH was re-adjusted. At each sampling time, the samples were shaken to 

ensure the bentonite was fully suspended, then 15 mL was removed by pipet and transferred to 40 mL 

polycarbonate (Oak Ridge) centrifuge tubes and centrifuged at 39,000-x g for 20 minutes. This centrifuge 

speed and time was sufficient to remove all particles > 24 nm, as calculated from Stokes Law. After 

centrifuging, the supernatant was removed and analyzed for DIC and U, and metal concentrations (Ca, Mg, 

and K) by inductively coupled plasma mass spectrometry (ICP-MS). DIC was measured on a Shimadzu 

TOC-V analyzer, and metals on a Perkin Elmer Elan DRC II ICP-MS. ICP-MS samples were diluted with 

0.15 M ultrex grade nitric acid and an internal standard was added prior to analysis. Solid-free control 

samples were also prepared and sampled in the same manner as the bentonite samples. All data are presented 

as the average and standard deviation of the duplicate samples. 

 

4.2.3 Results and Discussion 

 

Comparison of U(VI) Adsorption Kinetics across Bentonite Samples: Figure 4-1 shows U(VI) 

adsorption to FEBEX bentonite composite samples as a function of time. U(VI) adsorption was slightly 

higher for the first time point (4.8 hours) for all samples, with no clear kinetic trend after that, suggesting 

that U(VI) adsorption reached equilibrium very quickly. The magnitude of U(VI) adsorption was the same 

(61-62%) for all bentonite samples, except BD-48, 50 cm, which adsorbed 52%. The BD-48, 50 cm sample 

was located closest to the FEBEX heater, experiencing temperatures of approximately 95 °C for 18 years. 

The BD-48, 108 cm sample experienced temperatures closer to 45 °C, while the BD-59 samples and original 

bentonite samples served as in situ cold-zone (~20 °C) and un-heated controls, respectively. The water 
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content also varied as a function of temperature and distance from the heater (Table 4-1). The fact that 

U(VI) adsorption was not significantly different across all other bentonite samples provides evidence that 

neither the mineralogical constituents nor the porewater chemical composition changed significantly 

enough to effect U(VI) sorption during the experiment for samples subjected to lower temperatures (≤ 45 

°C) over this time scale.  

 
 

Figure 4-1. Kinetics of U(VI) adsorption onto FEBEX bentonite composite samples. Average historical 

temperatures experienced by each bentonite sample are shown in parentheses. Error bars represent 

standard deviations of replicate sorption experiments. 

 

Chemical Composition during Kinetic U(VI) Adsorption Experiments: The chemical composition of 

the water in equilibrium with the bentonite samples was monitored throughout the experiment. Figure 4-2 

shows measured pH, DIC, Mg, and Ca concentrations. These four parameters have a large effect on aqueous 

U(VI) speciation and consequently on U(VI) adsorption (Dong and Brooks, 2006; 2008; Fox et al., 2006; 

Guillaumont et al., 2003; Stewart et al., 2010) and thus are critical components of any U(VI) transport 

model. The pH was continuously adjusted throughout the experiment in order to maintain values close to 

the target pH (7.5). For the first two time points, pH values ranged from 7.30-7.42 then increased somewhat 

to values between 7.38-7.51 for the remainder of the experiment. The slightly lower initial pH is most likely 

due to the fact that the samples were initially spiked with an acidic (pH 2) U(VI) stock solution. DIC 

concentrations increased slightly over the first 48 hours of the experiment, seemingly reaching equilibrium 

after that. Ca and Mg concentrations decreased slightly over the first 48 hours, then either stayed the same 

(Ca) or increased slightly (Mg) for the duration of the experiment. Based on the observed small changes in 

U(VI) sorption and aqueous chemical conditions over time, it appears that 48-hour is sufficient time for 

U(VI) adsorption to reach equilibrium under these conditions and future experiments will be performed 

with a 48 hours reaction time.  

 

All samples exhibited similar pH values, and DIC and Ca concentrations. However, the Mg concentrations 

for the BD-48, 108 cm sample were slightly lower than the other samples. The cause of this difference is 

unknown. Given the similarity in aqueous chemical conditions across bentonite samples, it is unlikely that 

the observed lower U(VI) adsorption for the BD-48, 50 cm sample was due to differences in aqueous U(VI) 

speciation. Instead, we hypothesize that the lower U(VI) adsorption resulted from either (1) structural 

changes in the clay mineralogy (e.g., illitization of montmorillonite), or (2) changes in the amount or type 
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of accessory minerals. Montmorillonite is the dominant clay mineral in FEBEX bentonite (Fernández et al., 

2004), and illitization reactions (conversion of montmorillonite to illite) have been observed upon heating 

to temperatures of 100-200 °C (Cuadros and Linares, 1996; Wersin et al., 2007). Illitization may lead to a 

decrease in the specific surface area of bentonite (Macht et al., 2011) and consequently to a decrease in 

U(VI) adsorption capacity. Changes to the accessory mineral fraction may also occur because of heating, 

including dissolution of minerals (e.g., calcite, K-feldspar) and precipitation of new mineral phases. 

Because montmorillonite is the most abundant and sorptive phase, any changes in the mass fraction of 

montmorillonite (i.e., dissolution or precipitation of accessory minerals) will result in changes in the bulk 

U(VI) adsorption when expressed in terms of mass of solid. 

 
 

Figure 4-2. Aqueous chemical compositions over time for FEBEX bentonite U(VI) adsorption 

experiments. Average historical temperatures experienced by each bentonite sample are shown in 

parentheses. Error bars represent standard deviations of replicate sorption experiments. 
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4.3 Equilibrium Uranium(VI) Adsorption onto Purified and Un-Purified FEBEX 

Bentonite: Effect of Heat-Treatment 
 

4.3.1 Materials and Methods 

 

Bentonite Samples: Based on the similarity in U(VI) adsorption among all samples which were exposed 

to temperatures ≤ 45 °C in the kinetic experiments (Section 2), we chose to focus further experiments over 

a wider range of chemical conditions on two contrasting composite FEBEX bentonite samples: BD-48, 50 

cm (sample heated to ~95 °C) and BD-59, 50 cm (cold zone sample experiencing ~20 °C). Experiments 

were performed with “bulk” composite samples (described in Section 4.2.1) and purified composite samples 

(described below). The comparison of U(VI) adsorption on purified and unpurified bentonite was then used 

to determine whether the observed difference in U(VI) adsorption on the heated sample was due to changes 

in the accessory mineral fraction or changes in the clay structure. 

  

Bentonite Extraction and Purification: Composite FEBEX bentonite samples (BD-48, 50 cm and BD-

59, 50 cm) were extracted and purified in order to compare extractable metal concentrations between the 

two samples and produce a purified clay sample for U(VI) adsorption experiments. The extraction and 

purification procedure was adapted from Tinnacher et al. (2016), allowing for the characterization of 

extracted metals. The procedure included the following major steps: (1) leaching of clay samples with 

water, (2) leaching with, and dialysis against, sodium acetate at pH 5 for carbonate mineral removal, (3) 

dialysis against NaCl to remove acetate and complete Na-saturation, (4) dialysis against water to remove 

excess salts, and (5) centrifugation to remove particles greater than 2 μm. Triplicate samples were extracted 

and purified for each composite sample, and extraction data are presented as the average and standard 

deviation of the replicates. Composite clay (2.5 g) was weighed into 40-mL polycarbonate centrifuge tubes 

and 25-mL of MilliQ water was added. Samples were placed on an end-over-end sample rotator and allowed 

to react for 5 hours, then centrifuged at 39,000-x g for 20 minutes. The supernatant was filtered through a 

0.2 μm syringe filter polyvinylidene fluoride (PVDF) and retained for analysis of water soluble metals, 

dissolved inorganic carbon (DIC), dissolved organic carbon (DOC), and pH. Centrifuge tubes containing 

clay were weighed to determine the volume of entrained solution, then 25-mL of 1 M sodium acetate 

solution buffered at pH 5 with acetic acid was added. Samples were placed on the sample rotator and 

allowed to react for six days, then centrifuged, filtered, and retained for analysis of metals as described 

above. Clay samples were re-suspended in 15 mL of acetate buffer, transferred to pre-rinsed dialysis tubing 

(SpectraPor7, 8 kDa), and dialyzed against 900 mL of acetate buffer in a 1-L glass beaker for three days, 

changing dialysis solution daily. The acetate buffer dialysis solution was then exchanged with 1 M NaCl 

(dialyzed for one week), then with MilliQ water (dialyzed for two weeks), again changing dialysis solution 

daily. The purified clay suspensions were then transferred into plastic bottles and diluted and dispersed in 

MilliQ water to reach a clay concentration of approximately 15 g/L, and centrifuged at 1000-x g for 7 

minutes. This centrifugation speed and time was deemed sufficient to remove all particles > 2 μm as 

calculated from Stoke’s Law. The replicate < 2 μm clay fractions were then combined into a single bottle 

and diluted to reach a final clay stock concentration of 10 g/L. The exact clay stock concentration was 

determined by drying a subsample in a porcelain crucible at 85 °C. Clay stock solutions were stored at 4 

°C prior to starting experiments. 

 

1.1.1 Batch Adsorption Experiments:  Equilibrium batch U(VI) adsorption experiments were 

conducted on purified and un-purified (“bulk”) FEBEX bentonite composite samples at two Ca 

concentrations over the pH range 7 to 8 at an ionic strength of 0.1 M, using NaCl as the 

background electrolyte. Clay concentrations were 0.5 g/L and total initial U(VI) concentrations 

were 9.4 x 10-7 M. For purified bentonite samples, two separate experiments were conducted 

with Ca added to yield concentrations of 0.1 and 2.0 mM in solution, respectively. The 0.1 mM 



Spent Fuel Disposition in Crystalline Rocks   

September 2017   55 

 

Ca concentration was chosen based on the concentrations of Ca released during kinetic batch 

experiments ( 

Figure 4-2). In unpurified bentonite samples, some Ca was present in the clay, so two samples were 

prepared, one without added Ca, and another spiked with 2.0 mM Ca, achieving final dissolved Ca 

concentrations of approximately 0.14 and 2.17 mM, respectively.  

 

Adsorption experiments were conducted in 40-mL polycarbonate centrifuge tubes. Clay samples were 

suspended in water and aliquots of 1 M NaCl, 0.1 M CaCl2, and 0.1 M NaHCO3 stock solutions were added 

to reach the desired final concentrations of Ca and HCO3
- (to facilitate equilibration with atmospheric CO2), 

and an ionic strength of 0.1 M. The pH was then adjusted to the desired pH using 0.1 M HCl or NaOH and 

samples were allowed to equilibrate for 24 hours on an end-over-end sample rotator. After equilibration, 

samples were spiked with U(VI), the pH was re-adjusted, and samples were placed on an end-over-end 

rotator for 48 hours to allow for U(VI) adsorption. Samples were then centrifuged at 39,000 x g for 20 

minutes and the supernatant was removed for analysis by ICP-MS (U, Ca, and other metals), DIC, and pH. 

Adsorbed U(VI) was calculated by subtracting the final dissolved U(VI) concentration from the initial 

(total) U(VI) concentration. U(VI)-free control samples were prepared in the same manner as samples at 

pH 8, but without the addition of U(VI) to verify that samples were not contaminated with U(VI). No 

contamination was observed. 

 

Analytical Techniques: DIC, DOC, and total carbon (on solid samples) were measured on a Shimadzu 

TOC-V analyzer. DOC was measured by non-purgeable organic carbon by acidifying with HCl and purging 

with N2 in order to remove inorganic carbon prior to analysis. Total carbon was measured by catalytically 

aided combustion oxidation at 900 °C and a Nondispersive Infrared Detector (NDIR) on a Shimadzu TOC-

V analyzer equipped with a solids module (SSM). Samples were analyzed for metal concentrations by ICP-

MS (Perkin-Elmer Elan DRC II) after acidification and dilution with ultrapure (ultrex grade) 0.15 M nitric 

acid and internal standard addition. 

 

4.3.2 Results and Discussion 

 

Bentonite Characterization Results:  Water extractions of unpurified FEBEX bentonite released greater 

concentrations of metals (Na, K, Ca, and Mg) and organic carbon (OC) for the heated sample (BD-48, 50 

cm) compared to the unheated sample (BD-59, 50 cm), as shown Table 4-2. The heated sample water 

leachates yielded lower inorganic carbon (IC) and pH values. It is possible that the soluble ion 

concentrations in both in situ samples have been altered compared to the original material due to intrusion 

of groundwater (cold-zone sample) and/or heat-caused alterations. For example, the lower concentrations 

of soluble metals and OC in the cold-zone sample may represent a loss due to groundwater leaching in this 

sample or an increase in the heated sample. While we did not perform extractions on the original bentonite 

sample, Fernández et al. (2004) reported concentrations of soluble salts during leaching experiments with 

the original FEBEX bentonite, although at a slightly higher solid to liquid ratio (0.15 kg/L compared to 0.1 

kg/L in our study). In general, salt concentrations observed in the leachates of the original bentonite were 

in between the values observed in our study for the two samples (Na = 10.3 mM, K = 0.10, Mg = 0.12 mM, 

Ca = 0.10 mM), while pH (8.76) was closer to the pH in our cold-zone sample (Fernández et al., 2004). 

Because of the slightly higher solid to liquid ratio used in their study, it is very likely that the differences 

observed between the heated and cold-zone sample primarily represent a change in the heated sample. The 

change in pH and IC in particularly is noteworthy; suggesting that carbonate minerals may have been 

depleted from or altered in the heated sample. For example, a fraction of the calcite may have been 

converted to a lower-solubility carbonate mineral as a result of heating. Total carbon was measured in the 

unpurified clay solids, yielding slightly lower concentrations in the heated sample (0.12 ± 0.01% by mass) 

compared to the unheated sample (0.15 ± 0.002%). However, we were unable to quantify total inorganic 

carbon concentrations in the clay solids due to methodological constraints, so it is unknown if differences 
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in total carbon are due to differences in IC or OC. The pH 5 acetate extractions released very similar 

concentrations of K and Ca for the two samples, but slightly higher Mg concentrations in the heated sample. 

The acetate extractions are designed to dissolve carbonate minerals, but can also release adsorbed cations. 

 

  
Table 4-2. Concentrations of extracted metals, inorganic carbon (IC), organic carbon (OC) and pH values 

for water extractions of unpurified FEBEX bentonite samples. Extracted metals only are shown for 

acetate (1 M acetate, pH 5) extracts. Concentrations of extracted constituents are expressed as the average 

and standard deviation of replicate extracts in mM.  

 

 Water Extractions Acetate Extractions 

 BD-48, 50cm 

(heated, 95 °C) 

BD-59, 50cm 

(cold-zone, 20 °C) 

BD-48, 50cm 

(heated, 95 °C) 

BD-59, 50cm 

(cold-zone, 20 °C) 

pH 7.96 ± 0.02 8.63 ± 0.12 -- -- 

IC (mM) 1.02 ± 0.04 2.07 ± 0.04 -- -- 

OC (mM) 0.786 ± 0.072 0.164 ± 0.007 -- -- 

Na (mM) 11.3 ± 0.1 7.69 ± 0.20 -- -- 

K (mM) 0.192 ± 0.008 0.077 ± 0.000 1.37 ± 0.03 1.34 ± 0.05 

Ca (mM) 0.370 ± 0.004 0.069 ± 0.001 25.0 ± 0.6 24.2 ± 0.2 

Mg (mM) 0.356 ± 0.002 0.088 ± 0.002 16.8 ± 0.1 15.3 ± 0.1 

 

 

Comparison of Uranium(VI) Adsorption on Heated and Cold-Zone FEBEX Bentonite: U(VI) 

adsorption to purified and unpurified FEBEX bentonite was studied over a range of chemical conditions, 

which are considered relevant for waste disposal scenarios, including the pH range 7 to 8 and Ca 

concentrations of approximately 0.1 and 2.0 mM. We did not test pH values greater than 8 due to 

supersaturation with respect to calcite (at 2 mM Ca) and low U(VI) adsorption at alkaline pH. Results from 

these experiments are shown in Figure 4-3.  

 

The pH measurements were performed on samples open to the atmosphere and it took a very long time for 

pH to stabilize. This effect was observed on both purified and unpurified bentonite; however, with 

unpurified bentonite, the pH was particularly unstable, continuing to drift upwards for over 15 minutes. 

This pH drift made it difficult to obtain reliable pH measurements, particularly for the unpurified bentonite. 

We have plotted U(VI) adsorption as a function of both measured pH and measured DIC concentration; 

however, the plots with DIC may be more informative. As expected, U(VI) adsorption decreased with 

increasing pH and DIC concentration. U(VI) adsorption was also lower in the presence of high Ca (~2 mM) 

compared to low Ca (~0.1 mM), especially at higher pH and DIC values. 

 

U(VI) adsorption onto unpurified (bulk) bentonite was higher on the cold zone sample (BD-59, 50 cm) 

compared to the heated sample (BD-49, 50 cm) over the entire DIC range at both low and high Ca. This is 

consistent with our observations in the U(VI) kinetic adsorption experiment (Section 4.2), which was 

performed at a single chemical condition (pH 7.5, low Ca, 0.05 M ionic strength). 

  

U(VI) adsorption onto purified bentonite was also higher on the cold zone sample compared to heated 

sample over the entire range of DIC concentrations at both low and high Ca. This suggests that the 

difference in U(VI) adsorption between heated and cold zone samples is due to structural alteration of the 

smectite (montmorillonite) clay mineral, and not due simply to differences in pore water chemistry or the 

types and relative masses of accessory minerals. Further characterization, including cation exchange 

capacity, surface area, and x-ray diffraction, of the purified bentonite sample is needed to probe these 

structural changes.  
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In all cases, U(VI) adsorption was higher on purified bentonite compared to unpurified bentonite. This is 

expected and likely due to a ‘dilution’ effect from accessory minerals that have a much lower adsorption 

capacity compared to montmorillonite in the unpurified bentonite. These minerals may include silica and 

feldspar minerals as well as carbonate minerals (e.g., calcite).  

 

 

 
Figure 4-3. U(VI) adsorption as a function of DIC (A, B) and pH (C, D) onto bulk (unpurified) and 

purified FEBEX bentonite samples from the heated zone (BD-48, 50 cm, 95 °C) and cold zone (BD-59, 

50 cm, 20 °C). A) and C) show experiments conducted at low Ca concentrations (approximately 0.1-0.14 

mM); B) and D) show experiments conducted at high Ca concentrations (2.0-2.2 mM). All experiments 

were conducted at an ionic strength of 0.1 M using NaCl as the background electrolyte, with total U(VI) = 

9.4 x 10-7 M and 0.5 g/L bentonite, and under open atmosphere at room temperature (22-24 °C). 

 

 

4.4 Conclusions 
 

This section detailed the results from a series of experiments conducted in FY17 designed to test the effect 

of bentonite heating on U(VI) adsorption. U(VI) adsorption onto bentonite samples from the FEBEX in situ 

experiment, which were subjected to 18 years of heating at temperatures of 45-100 °C, was compared to 

adsorption onto original FEBEX bentonite and cold-zone FEBEX bentonite from the in situ experiment. 

The major conclusions to date are as follows: 

 

1) Kinetics of U(VI) adsorption appear to be very fast, reaching equilibrium in less than 8 hours, while 

DIC concentrations reach equilibrium in 48 hours. Small fluctuations in pH and DIC concentrations 
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over the 1-week experiment seem to coincide with small fluctuations in U(VI) adsorption observed 

over this period. 

2) Although water and acetate extractions revealed small differences in the leachate compositions of 

heated and cold-zone FEBEX bentonite, the measured DIC, Ca, and Mg concentrations in solution 

during U(VI) adsorption kinetic experiments were similar for all FEBEX bentonite samples. This 

suggested that differences in aqueous U(VI) speciation were not responsible for differences in 

U(VI) adsorption. 

3) U(VI) adsorption onto unpurified FEBEX bentonite samples which experienced sustained 

temperatures of approximately 95 °C was lower than adsorption onto original unheated and cold-

zone (20 °C) FEBEX bentonite over a range of chemical conditions (pH 7-8, Ca = 0.1 and 2.0 mM) 

relevant to nuclear waste disposal.  

4) U(VI) adsorption onto unpurified FEBEX bentonite which experienced more moderate 

temperatures (approximately 45 °C) was not lower than unheated FEBEX bentonite for the single 

chemical condition tested (0.05 M NaCl, pH 7.5, 0.1 mM Ca). 

5) The difference in U(VI) adsorption between heated (95 °C) and cold-zone (20 °C) FEBEX 

bentonite persisted over the range of chemical conditions tested when the bentonite samples were 

purified to remove mineral impurities such as calcite, quartz, and feldspars. This suggests that the 

decrease in U(VI) adsorption was due to alteration of the clay mineral structure, and not due to a 

change in the pore water chemistry or amount and type of accessory minerals. This may reflect 

illitization of the montomorillonite; however, further clay characterization is needed to verify this 

hypothesis. 

 

These results provide key information necessary for performance assessment of HLW disposal scenarios. 

The decreased adsorption observed in this study as a result of bentonite heating may impact the diffusion 

of U(VI) through engineered clay barriers.  Because the decreased U(VI) adsorption was due to changes in 

the clay mineral structure and not to aqueous U(VI) speciation, other radionuclides may be similarly 

affected. Further investigation is needed to probe the structural changes, which occurred as a result of 

heating and to better understand the mechanisms underpinning this behavior.  

 

For the upcoming fiscal year (FY18), we plan to: 

1) Characterize purified bentonite clay, including measurements of specific surface area, cation 

exchange capacity, x-ray diffraction (XRD) analysis, and other analyses as necessary. This 

information is necessary not only to gain a better understanding of the structural changes occurring 

in the bentonite as a result of heat treatment, but also to provide a basis for surface complexation 

modeling. 

2) Model U(VI) adsorption behavior onto purified and unpurified bentonite. This work will build upon 

the U(VI) adsorption model developed for Na-montmorillonite in previous years (Tournassat et al., 

2017). 

3) Conduct U(VI) adsorption experiments with FEBEX bentonite samples exposed to ‘intermediate’ 

heat (~60 °C) to explore the threshold temperature necessary to affect U(VI) adsorption.  

4) Begin U(VI) diffusion experiments with compacted, purified FEBEX bentonite. This will provide 

information on U(VI) transport under physical conditions relevant for waste disposal scenarios. 
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5. THE ROLES OF DIFFUSION AND CORROSION IN 

RADIONUCLIDE RETARDATION 
 

5.1 Introduction 
 

This section summarizes research conducted at Lawrence Livermore National Laboratory (LLNL) within 

the Crystalline Disposal R&D Activity Number M4SF-17LL01030207 and Crystalline International 

Collaborations Activity Number M4SF-17LL01030208. The focus of this research is the interaction of 

radionuclides with Engineered Barrier System (EBS) and host rock materials at various physico-chemical 

conditions relevant to subsurface repository environments. They include both chemical and physical 

processes such as solubility, sorption, and diffusion.  

 

LLNL is supporting the overall objectives of the Crystalline Disposal R&D control account. The objective 

of this control account is to advance our understanding of long-term disposal of spent fuel in crystalline 

rocks (including both granitic and metamorphic rocks) and to develop necessary experimental and 

computational capabilities to evaluate various disposal concepts in such media. The objectives of this work 

package are to conduct experimental and modeling studies to quantify radionuclide diffusion through 

bentonite under repository-relevant (reducing) conditions and to quantify radionuclide sequestration as a 

result of canister breaching and near field corrosion processes.  Quantification of these processes will be 

included in the Generic Disposal System Analysis (GDSA) model.  A basic ‘minimal’ process model for 

radionuclide diffusion and corrosion-enhanced radionuclide sequestration processes will be provided to 

GDSA to support a 2020 repository performance assessment schedule. 

 

In FY17, LLNL continued their efforts in data collection and model development in support of the Spent 

Fuel Waste Science & Technology (SFWST) program.  In particular, our research focused on identification, 

quantification, and parameterization of processes relevant for the evaluation of the performance of various 

repository scenarios under investigation by the SFWST program.  

 

Our specific FY17 goals for the crystalline work package were the following: 

 

• Completion of the Np(IV) diffusion experiments and quantification of the diffusion rates in 

bentonite backfill material. 

• Evaluation of the radionuclide sequestration potential of corrosion products produced during 

canister breaching and radionuclide release 

 

Our interest in radionuclide sequestration by corrosion products stems from (1) the potential for this process 

to significant inhibit radionuclide release during canister breaching and (2) from the absence of such 

processes in most repository performance assessments. Discussions with James Jerden (Argonne National 

Laboratory) suggest that a model of radionuclide incorporation can be added to the waste package cell of 

the GDSA model and may lead to a reduction in the source term of mobile radionuclides. Steel corrosion 

rates have been implemented within the spent fuel matrix degradation process model but have not yet been 

implemented into GDSA.  Results from an experimental and modeling study of radionuclide partitioning 

into steel corrosion products will facilitate the incorporation of this process into the GDSA as the steel 

corrosion model is implemented.  

 

LLNL evaluated this process from both an experimental and modeling perspective. Experimentally, LLNL 

has been in the process of developing methodologies to grow various iron oxides phases (goethite, hematite, 

magnetite) in the presence of radionuclides. We performed a small number of binary (RN-mineral) 

coprecipitation experiments to test radionuclide (Pu, Am, Np, and U) partitioning.  Experiments are 
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attempting to quantify coprecipitation partitioning and also examine the effects of aging and the potential 

iron oxide recrystallization effects associated with the presence of aqueous phase Fe(II). 

 

LLNL is also supporting the overall objectives of the Crystalline International R&D control account. The 

Crystalline International work package is focused on identifying beneficial international partner programs 

that can facilitate the development of US GDSA models and ensure that repository development is 

performed using internationally recognized state of the art methodologies. Therefore, this work contributes 

to the GDSA model activities by providing parameter feeds and support requirements for the capability for 

a robust repository performance assessment model by 2020. 

  

LLNL’s contribution with this control account is summarized, in part, in the Crystalline and Argillite work 

packages.  Specifically, LLNL efforts will be focused on the following: 

• Continued engagement with the NEA TDB project through the support of Dr. Atkins-Duffin as the 

SFWST representative for international thermodynamic database development effort. This effort 

ensures that US GDSA model efforts are aligned with internationally accepted practices for 

repository performance assessment calculations. 

• Continued collaboration with HZDR thermodynamic and sorption database development groups in 

support of the database needs of the SFWST program 

• Completion of a state of the art manuscript regarding colloid facilitated transport in the context of 

nuclear waste repositories.  A report was prepared in FY16.  This report will provide the basis for 

1) preparing a manuscript and 2) development of a colloid facilitated transport model for use in 

GDSA. 

 

In this section, we summarize the results of two specific activities that fall under this level 4 Milestone:  A 

summary of LLNL’s engagement with NEA-TDB activities and a description of experiments performed as 

part of the canister corrosion and radionuclide sequestration study. 

 

5.2 Engagement with NEA-TDB activities  
 

On April 11, 2017, the NEA-TDB Executive Group presided over a Workshop on the Future of the 

Thermochemical Database (TDB) Project – Phase 6. The workshop was intended to discuss the interest of 

the international community in continuing the TDB effort into a Phase 6 (Phase 5 was intended to be 

complete in FY17).  As part of the workshop, the executive committee invited international participation 

in the workshop.  Mavrik Zavarin, Carlos Jove-Colon, and Cindy Atkins-Duffin all participated in the 

workshop discussions.   

 

Prior to the workshop, Mavrik Zavarin and Carlos Jove-Colon prepared answers to a questionnaire that was 

distributed by the executive committee to the international community. The questionnaire was intended to 

help identify the need for a Phase 6 activity and the priority research areas associated with the Phase 6 

activity.  A summary of the responses and the associate workshop discussion is included in this report as 

Appendix A.  There was overwhelming consensus that the NEA-TDB project remains an important asset 

to the international nuclear waste research community. The answers to the questionnaire revealed a widely 

shared acknowledgement of benefit from the TDB project. This was attributed “to (i) the high-quality core 

of values provided, that are used as a basis for the organizations to complete and use according to their 

individual needs, (ii) the detailed guidelines, and (iii) the study of common topics of interest. 

 

The importance of centralizing thermodynamic datasets to a common point of reference was also pointed 

out as a benefit from the Project and as means to lower the cost of more numerous separate studies.” The 

workshop also revealed some potential for improvements in the project, particularly from the standpoint of 

scheduling, timely electronic access to data, and responsiveness to specific needs of the NEA-TDB member 

states. 
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The workshop and associated questionnaire revealed the interest by the member states for the NEA-TDB’s 

highest priority to remain the critical review of thermodynamic data relevant to the international nuclear 

waste repository research needs.    

 

On April 12, 2017, The NEA-TDB Executive Group held its Eighth Meeting of the NEA TDB-5 Project. 

At the meeting, the status of the Blue Book critical reviews and State of the Art Reports was discussed. In 

addition, a new NEA-TDB electronic database for thermodynamic data was described; the electronic 

database feature will become available later in the year.  

  

5.3 Plutonium Interaction with Iron Oxides 
 

For the long-term performance assessment of nuclear waste repositories, knowledge about the interactions 

of actinide ions with mineral surfaces is imperative. Iron (oxy)hydroxides are common soil minerals and 

are present in intermediate level radioactive waste (Marshall et al., 2014). They also form as corrosion 

products of steel which is a primary structural component of a nuclear repository and of waste canister 

materials (Music et al., 1993). Studies have shown that Pu(IV) has high sorption affinity for goethite and 

hematite surfaces at circumneutral pH (Romanchuk et al., 2011; Sanchez et al., 1985; Zhao et al., 2016). 

At higher concentration, Pu(IV) colloids formed on goethite may undergo a lattice distortion, due to 

epitaxial growth, which leads to a stronger surface binding compared to other mineral phases, such as quartz 

(Powell et al., 2011). Gaining a detailed understanding of the interactions between iron oxide and plutonium 

is key in predicting the long-term stability and mobility of plutonium in the near field of nuclear waste 

repositories. 

 

The hydrous ferric oxide, ferrihydrite (FH), is a common, poorly crystalline, metastable early product of 

both biotic and abiotic precipitation of iron, and is a precursor to other more crystalline iron oxides such as 

hematite (Fe2O3) and goethite (FeOOH). Ferrihydrite crystallizes to hematite or goethite depending upon 

solution conditions, pH, ionic strength and temperature (Schwertmann and Cornell, 2000). The hematite 

and goethite formation process begins with ferrihydrite particle aggregation (Fischer and Schwertmann, 

1975), followed by recrystallization within the aggregate via dissolution and reprecipitation processes that 

occur at the nanoscale (Combes et al., 1990). During these processes, adsorbed plutonium has the potential 

to become incorporated into the structure of hematite or goethite.   

 

The goal of this project was to:  

 

 Study sorption of Pu(IV) to ferrihydrite;  

 Determine the extent and mechanisms of structural incorporation (co-precipitation) of Pu into 

synthetic hematite and goethite synthesized from a ferrihydrite precursor.   

 

5.3.1 Plutonium (IV) Sorption to Ferrihydrite 

 

For this work, 2-line ferrihydrite was produced following the synthetic method proposed by Schwertmann 

and Cornell (2000). Briefly 10 g of Fe(NO3)3.9H2O is added to 125 mL of 18M H2O. While stirring, 

approximately 110 mL of 1M KOH is added slowly until the solution pH reaches a stable value between 7 

and 8. The solution is centrifuged, the supernatant removed and the solid re-suspended with 18M H2O. 

This process is repeated at least twice before transferring the solid to a 3500 MWCO SnakeSkin pleated 

dialysis tubing, which is left in dialysis against 18M H2O water for 48 hours. The solid is then removed 

and suspended in a 0.1M ionic strength solution to form a 1g/L suspension. Sorption experiments were 

performed over the pH range of 2.5 and 9, with a Pu(IV) concentration of 10-10 M. A desired aliquot of 

plutonium was added to each specimen to obtain the desired Pu(IV) concentration and pH was adjusted 
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using NaOH and HCl at 0.1, 0.5, and 1M. After known time intervals, the pH was measured and an aliquot 

of the sample removed, centrifuged with a 3 KDa filter and analyzed by liquid scintillation counting. 

Samples were open to the air and no effort was made to exclude carbonate.  

 

Our preliminary results are reported in  

Figure 5-3. 76% of Pu(IV) is sorbed onto the ferrihydrite surface at pH 2.5 within two hours of the start of 

the sorption experiment. At pH 6 and above the sorption (after 2 hours) is between 90-96% and equilibrium 

is reached within 24 hours at pH of 7 and higher. For samples equilibrated in the pH range of 2.6 and 4.4, 

the amount of plutonium sorbed onto ferrihydrite apparently decreases with time ( 

Figure 5-3). Two factors could be contributing to this apparent desorption trend: i) oxidation of Pu(IV) to 

Pu(V) or Pu(VI); ii) dissolution of ferrihydrite surface at low pH. To determine if the plutonium in solution 

oxidizes at these pHs, an oxidation state analysis was performed. The lanthanum fluoride precipitation 

method was used as it allows to discriminate between reduced (III/IV) and oxidized (V/VI) plutonium. Our 

results ( 

Figure 5-4) indicate that after 30 minutes, 40% of the plutonium left in solution at pH 2.5, and ~80-90% at 

pH 3 and 4, is oxidized; similar results are obtained for the same samples after one week sorption time.   

 

This preliminary work has shown a strong affinity of Pu(IV) for the ferrihydrite surface. The sorption of 

Pu(IV) to ferrihydrite is fast at all pH values, however pH appears to influence sorption behavior. Whereas 

at pH>7, sorption reaches equilibrium in 24 hours, in the pH range of 2.5-5, some plutonium desorption 

occurs within a few hours from the start of the sorption experiment.  

 

Additional experiments are needed to complete our study of Pu sorption.  These include: 

 

 Determining ferrihydrite dissolution at low pH to understand plutonium desorption behavior; 

 Understanding Pu(IV) sorption to ferrihydrite in an oxygen free atmosphere.  

 

 
 

Figure 5-3. Sorption curve for suspended nano-particulate ferrihydrite with 10-10M Pu(IV)  
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Figure 5-4. Oxidation state analysis of plutonium in the supernatant solution of plutonium sorption 

experiment on colloidal ferrihydrite a) after 30 minutes of sorption time; b) after 7 days 

  

 
 
5.3.2 Plutonium Coprecipitation Studies with Hematite and Goethite 

 

Co-precipitation (or structural incorporation) of co-contaminants into mineral structures most likely 

involves substitution of the cation site in the mineral or perhaps interstitial incorporation. Crystal chemical 

constraints that affect incorporation include: i) the cation coordination environment, ii) the cation charge 

and, iii) a charge balancing mechanism. It has been shown that goethite and hematite are able to 

accommodate various impurities into their structure including Si, Ti, Mn, Ni and U(VI) (Liu et al., 2012; 

Marshall et al., 2014). Coprecipitation of plutonium into stable mineral phases, such as iron 

(oxy)hydroxides, offers a pathway for sequestration with the potential for long term immobilization. 

 

The aim of the work was to understand: 

  

 the difference in plutonium uptake between hematite and goethite;  

 how the timing of Pu addition during goethite and hematite synthesis affect the final form of 

plutonium associated with these minerals.  

 

We investigated these topics by carefully designing synthetic methodologies for both goethite and hematite 

and by characterizing solutions and solids of the synthesized products by a variety of analytical techniques, 

including liquid scintillation counting (LSC), transmission electron microscopy (TEM), powder X-ray 

diffraction (P-XRD), and X-ray absorption spectroscopy (XAS). 

 

Goethite and hematite were synthesized with varying amount of plutonium (300, 1000 and 3000 ppm) from 

a poorly crystalline ferrihydrite (FH) precursor. The initial FH material was obtained according to the 

following methodologies – note that the main difference within the two synthetic pathways is the timing of 

plutonium addition.  

 

 Method A or coprecipitation into FH: 1 M FeNO3·9H2O solution was mixed with Pu(IV), 

ferrihydrite was then formed by slow addition of 5 M KOH (for goethite) or 1 M KOH (for 

hematite);  

 Method B or sorption to FH method: a KOH (5M or 1M) was slowly added to a 1M 

FeNO3.9H2O solution to form ferrihydrite, Pu(IV) was then sorbed onto the ferrihydrite 

precipitate.  
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The use of either 1M KOH or 5M KOH allowed us to obtain the desired iron oxide, goethite (5M KOH) or 

hematite (1M KOH). The initial ferrihydrite obtained following synthetic routes “Method A” or “Method 

B” was aged at 80ºC for 72 hours. A total of 12 samples were synthesized (Table 5-1).  

 

    Table 5-2. List of goethite and hematite samples synthesized. 

 
 3000 ppm Pu 1000 ppm Pu 300 ppm Pu 

Goethite    

Method A GA-3000 GA-1000 GA-300 

Method B GB-3000 GB-1000 GB-300 

Hematite    

Method A HeA-3000 HeA-1000 HeA-300 

Method B HeB-3000 HeB-1000 HeB-300 

 

 

Powder X-ray diffraction patterns of all 12 goethite and hematite samples (    Table 5-2) aged from 

plutonium sorbed-on or coprecipitated into FH were collected (Figure 5-3). No additional peaks beyond 

those characteristic of the two mineral phases were identified.  

Figure 5-6 presents TEM images of samples GA-3000 and HeA-3000. Images show that goethite crystals 

are present as 100’s of nm long and 10’s of nm wide needles, banded together ( 

Figure 5-6a); hematite crystals are uniform in size (50 to 60 nm) with a diamond shape ( 

Figure 5-6b). These crystal morphologies are consistent with goethite and hematite crystals synthesized 

without plutonium as a co-contaminant. P-XRD and TEM results suggest that the addition of plutonium 

does not affect the final yield of the synthesis. 
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Figure 5-5. Powder XRD patterns of synthetic goethite (GA, GB) and hematite (HeA, HeB). PDF files to 

which powder XRD patterns were compared to are 00-001-0401 (goethite) and 00-002-0915 (hematite). 
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Figure 5-6. Scanning transmission electron microscope (STEM) image of a) goethite GA-3000 and b) 

hematite HeA-3000. 

 

The fate of Pu(IV) during subsequent ferrihydrite alteration to goethite and hematite was monitored ( 

Figure 5-7). For all samples, upon the completion of the synthesis (72 hours at 80C) the plutonium 

concentration of the solution in contact with the mineral was measured. Solids were separated from solution 

by centrifugation and rinsed two times with 18M H2O. The plutonium concentration was measured for 

all rinse solutions. All plutonium concentrations were measured by liquid scintillation counting and samples 

were centrifuged with 3 kDa filters prior to analyses. Upon transformation of Pu(IV)–FH to goethite, 99% 

of the initial plutonium was associated with the solid for all samples (GA 300, 1000, 3000; GB 300, 1000, 

3000 -  

Figure 5-7a). No plutonium was associated with hematite synthesized at lower plutonium concentrations 

(HeA 300, HeA 1000, HeB 300, HeB 1000). Only 10-20 % of plutonium was associated with the HeA 3000 

and HeB 3000 samples. For all samples of goethite and hematite, the rinse solution contained < 0.01% of 

the initial Pu. These results suggest that Pu is strongly associated with the goethite solid, but not with 

hematite. 

 

 

 
 

Figure 5-7. Plutonium measured in solution after the completion of the FH transformation to goethite (a) 

and hematite (b). Note y-axis on a) and b) are not to scale. 

a) b)

a) b)
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In this work, goethite and hematite were obtained using similar synthetic conditions such as chemicals used, pH and 

temperature and time of reaction. Differences in the extent of plutonium interaction with the two mineral phases ( 

Figure 5-7) may be explained by considering the crystal chemical constraints imposed by the goethite 

(FeOOH) and hematite (Fe2O3) structure (Figure 5-8). In both minerals, there is one symmetrically 

independent iron site in octahedral coordination. In hematite, each Fe octahedron shares one face, two edges 

and three vertices with adjacent polyhedra. The edge sharing of the octahedra (Figure 5-8b) creates a dense 

(5.3 g/cm3) and compact structure. In goethite, each polyhedron shares three edges and three vertices with 

adjacent polyhedral (Figure 5-8c). These features together with the presence of hydroxo-groups results in 

a more open, less dense structure (4.2 g/cm3), that may be more likely to accommodate plutonium. 

 

 
Figure 5-8. Polyhedral representation of the framework structure of hematite (a and b) and goethite (c). 

The iron coordination polyhedral are colored in red for hematite and brown for goethite.  

 

Samples GA-3000 and GB-3000 were selected for x-ray adsorption spectroscopy (XAS) analysis at the 

Stanford Synchrotron Radiation Light Source (SSRL). In general, the XANES (X-ray absorption near edge 

structure) region of the XAS spectra provides information on oxidation state changes in the samples based 

on comparisons to standard reference materials. The EXAFS (extended X-ray absorption fine structure) 

region is fit to determine the nearby neighbors and their distances from the plutonium site.  

 

The XANES region of the spectra confirmed that in samples GA-3000 and GB-3000 plutonium is present 

in the tetravalent oxidation state. However, the EXAFS spectra of samples GA-3000 and GB 3000 are 

different, suggesting that plutonium has different coordination environments in the two samples (Figure 5-

9,  

Figure 5-10 and   

a) b) c) 
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Table 5-3). The GB-3000 EXAFS spectrum could be fit to the model structure of PuO2, with four plutonium 

atoms at a distance of 3.82Å (  
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Table 5-3, Figure 5-9). This structural feature indicates that plutonium is likely present as a surface 

precipitate on sample GB-3000. Presence of surface bound plutonium oxides was confirmed by TEM 

imaging (Figure 5-9b). The GA-3000 spectrum could not be fit with a PuO2 model. In GA-3000, plutonium 

is coordinated by eight oxygen atoms at 2.25(1)Å in the first coordination sphere. These bond distances are 

slightly shorter than the Pu-O bond distances of GB-3000, 2.31(1)Å (  
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Table 5-3). In GA-3000, only two plutonium atoms could be found at distances comparable to the structure 

of PuO2. Furthermore, an additional peak in the Fourier transform suggests that the dominant structure 

surrounding Pu in GA-3000 is distinct from PuO2. Additional data fitting is underway to determine if the 

EXAFS spectra are representative of Pu substitution for Fe in the goethite structure. Nevertheless, these 

results clearly indicate that the timing of Pu addition in the synthetic procedures (Method A or B) affects 

the final form of plutonium associated with goethite.  

 

 

 
Figure 5-9. Fourier transforms in R (Å) of the calculated EXAFS spectra for sample GA-3000 (left) Blue 

line= experimental data; red line = model fit (a). STEM images of sample GB-3000, circled in red are 

areas of the samples where Pu surface precipitation was observed. 

 

 
 

Figure 5-10. Fourier transforms in R (Å) of the calculated EXAFS spectra for sample GA-3000 (left) 

Blue line= experimental data; red line = model fit using Pu neighbors at ~3.8 Å. 

GA-3000

GB-3000 a)  b) 
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Table 5-3. Ensemble averages of plutonium-oxygen distances and 

plutonium-plutonium distances in GA-3000 and GB-3000.  

 

 
 

 

To date,  our results reveal that: 

 

 upon aging of a Pu-doped ferrihydrite precorsor into more crystalline phase, plutonium associates 

more strongly with goethite (FeOOH) than hematite (Fe2O3); 

 the timing of Pu addition in the synthetic procedures affects the final form of plutonium associated 

with goethite. 

 

5.4 Planned FY18 Efforts 
 

In FY18, we plan to continue our efforts in data collection and model development in support of the SFWST 

program.  Our specific FY18 goals for the crystalline and international work pages are the following: 

 

 Completion of the Np(IV) diffusion experiments and quantification of the diffusion rates. 

 Evaluation of the radionuclide sequestration potential of corrosion products produced during 

canister breaching and radionuclide release with an emphasis Pu incorporation into magnetite. 

 Continued engagement with the NEA TDB project through the support of Dr. Atkins-Duffin as the 

NE representative for international thermodynamic database development effort. 

 Continued collaboration with HZDR thermodynamic and sorption database development groups in 

support of the database needs of the UFD program 

 

Our interest in radionuclide sequestration by corrosion products stems from (1) the potential for this process 

to significant inhibit radionuclide release during canister breaching and (2) from the absence of such 

processes in most repository performance assessments. Our FY17 experiments have revealed that Pu 

incorporation into iron oxides corrosion products will be controlled not only by the crystallographic form 

of the iron oxide but also by the timing of Pu release and iron oxide formation.  A natural extension to our 

initial iron oxide studies is to expand into reduced forms of iron oxides that will likely predominate in a 

nuclear repository near field.  In FY18, we will focus on synthesizing magnetite under reducing (glove box) 

conditions to examining the oxidation state and incorporation processes that may control Pu release under 

nuclear waste repository conditions.  

 

  

Sample 1st contribution 2nd contribution 3rd contribution

GA	3000 8 O	at	2.25(1)Å
S2	s2 =	0.0084	Å2

2.2	Pu	at	3.82(1)	Å
s2 =	0.003	Å2

so²	=	1.0,		eo =	-4.74	eV,			e	=	0.006,		r(%)	=	0.9

GB	3000 6.8	O	at	2.31(1)	Å
s2 =	0.0084	Å2

1.2	O	at	3.26(1)		Å
s2 =	0.0069	Å2

4	Pu	at	3.81(1)	Å
s2 =	0.003	Å2

so²	=	1.0,		eo =	-4.74	eV,			e	=	0.004,		r(%)	=	0.9
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6. INTERPRETATION OF COLLOID-FACILITATED 

RADIONUCLIDE TRANSPORT EXPERIMENTS IN A 

CRYSTALLINE ROCK AT THE GRIMSEL TEST SITE, 

SWITZERLAND 
 

6.1 Introduction 
 

137Cs is considered an environmental health hazard even in trace concentrations because of its short half-

life (30.17 years) and strong gamma emission (Zachara et al., 2002). High-level nuclear waste contains 

substantial amounts of 137C and has leaked into soils and groundwaters in parts of the US and former Soviet 

Union, and excessive amounts have been released to the environment during nuclear accidents such as 

Chernobyl and most recently, Fukushima (Zachara et al., 2002; Chino et al., 2011; Takata et al., 2015). 

Once deposited in the environment, Cs may be remobilized from soils and be assimilated by plants and 

animals (Comans et al., 1989; Takata et a., 2015). Therefore, understanding the post-depositional fate of 
137C is critical in areas affected by nuclear waste. 

 

Cs+ concentrations are generally low because it strongly adsorbs via cation-exchange to particle surfaces, 

particularly clays, which have a negative surface charge (Cornell, 1993). Therefore, remediation and 

prevention efforts at waste repository sites have utilized clay liners to keep 137Cs and other contaminants 

from entering groundwater systems. In particular, bentonite backfill is an ideal engineering barrier to line 

deep geological repositories owing to its low permeability, high sorption capacity, and swelling properties 

(Missana et al., 2004). However, competitive ions may displace 137Cs from sorption sites on sediments, 

releasing the cation into aqueous solution. For example, 137Cs that was released beneath storage tanks at the 

Hanford Site was only minimally retarded in some locations due to high concentration of hot Na+ brine 

that effectively competed with Cs for sorption sites (Zachara et al., 2002; Liu et al., 2003a,b). Perhaps more 

importantly, the backfill generates bentonite colloids that may have the capacity to transport adsorbed 

radionuclides (Missana et al., 1999, 2003; Iijima et al., 2010). Low-solubility and strongly adsorbing 

radionuclides (e.g., Pu, 137Cs) were detected in the colloidal-fraction of groundwaters from the Hanford Site 

and from the BENHAM nuclear cavity at the Nevada Test Site, sparking numerous studies into the 

mechanism of colloid-facilitated radionuclide transport. (Buddemeier and Hunt; 1988; Zhuang et al., 2003; 

Kersting and Reimus, 2003; Huber et al., 2011). 

  

Colloid-facilitated transport becomes a dominant transport mechanism when 1) the radionuclide is 

irreversibly or very slowly desorbed from the colloids and 2) the colloids to which the radionuclides are 

sorbed have very slow or irreversible filtration rates; or when 3) the colloids are present in substantial 

concentrations (Miller et al., 1994; Reimus, 2003). The relative amount of 137Cs transported by a colloid 

also heavily depends the total 137Cs concentration. Previous work has demonstrated that nonlinear isotherms 

and multiple partition coefficients (or Kd values) are required to model Cs sorption to colloidal clays 

(Cornell, 1993; Zhuang et al., 2003; Missana et al., 2004). Thus, a multi-site sorption model is typically 

employed whereby 137Cs sorbs rapidly to more abundant planar sites on bentonite colloids and more slowly 

and irreversibly to less abundant but stronger frayed edge sites (Missana et al., 2004).  More 137Cs is 

therefore stripped from the colloids at higher 137Cs concentrations (Zhuang et al., 2003).  It follows then 

that 137Cs transport on colloids is most effective at low concentrations of Cs.  

  

The present study is designed to interrogate the properties of 137Cs adsorption sites on colloids with respect 

to their potential to promote colloid-facilitated transport of the 137Cs over the long time and distance scales 

associated with nuclear waste repository performance assessments.  137Cs-bearing colloids in groundwater 

obtained from the Chancellor nuclear test cavity at the Nevada Nuclear Security Site (NNSS) were used in 
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the experiments reported here.  The methods used in this study build on the methods developed in a series 

of mini-column experiments conducted by Dittrich et al. (2015). 

 

The interrogation of the properties of 137Cs adsorption sites on colloids is dependent not only on the colloids 

and radionuclide, but also on the properties of the geologic media and the water chemistry in which the 

transport is occurring because these variables will dictate how strongly the media can compete with the 

colloids for adsorption of the radionuclide of interest.  For this set of experiments, a granodiorite from the 

Grimsel Test Site and the Chancellor water chemistry were used.  This system may not be of practical 

interest for nuclear waste repositories, but it was chosen for convenience and because previous work had 

been done with the water, colloids and granodiorite (Reimus and Boukhalfa, 2014).  The goal was not to 

provide data relevant to any specific performance or risk assessment, but rather to demonstrate an 

interrogation method that could be applied to other systems of practical interest.  However, the information 

obtained from the experiments has the potential to add to the understanding of field observations of colloid-

facilitated 137Cs transport at the Grimsel Test Site.  Also, additional experiments are planned using 137Cs-

bearing bentonite colloids, which will be very relevant for performance assessments in crystalline rock 

repository systems. 

 

One of the advantages of using the 137Cs-bearing colloids from the Chancellor test cavity is that the nuclear 

test was conducted about 34 years ago, and the water was collected about 13 years ago, so any aging effects 

of 137Cs association with the colloids should be well represented.  Also, compared to most other nuclear test 

cavity waters, the Chancellor water has unusually high concentrations of both 137Cs and colloids, which 

makes it ideal for colloid-facilitated 137Cs transport experiments.  It is possible that some of the 137Cs may 

have become associated with the colloids as they were formed from alteration of glass or other refractory 

materials formed in the aftermath of the nuclear test.  In this regard, there may be a greater potential for 

very strong associations that might not otherwise occur when 137Cs is adsorbed onto groundwater colloids, 

and the situation might even be considered to be similar to what might occur in a nuclear waste repository 

during the formation of waste package or engineered system colloids.  The greater possibility for strong 

associations of 137Cs with the Chancellor water colloids also makes this water ideal for conducting studies 

in which the objective is to interrogate such strong associations. 

 

It was concluded in previous column experiments with the Chancellor colloids (Reimus and Boukhalfa, 

2014) that some of the 137Cs associated with these colloids appeared to be very strongly bound to the colloid 

surfaces and some was more weakly bound.  In a first pass through a column packed with crushed volcanic 

tuff from the vicinity of the Chancellor cavity, about 80% of the 137Cs associated with the colloids desorbed 

onto the tuff.  However, when the colloids that passed through the column were run through the column a 

second time, only about 40% of the remaining 137Cs associated with the colloids desorbed, and in a third 

pass of the colloids through the column, hardly any of the 137Cs that remained on the colloids after the 

second pass desorbed.  This behavior suggests that after each pass through the column, the 137Cs that 

remained adsorbed to the colloids was more strongly bound than the 137Cs that was associated with the 

colloids prior to that pass.  Each successive pass appeared to preferentially remove 137Cs from weaker 

adsorption sites on the colloids and leave 137Cs associated with stronger adsorption sites.  The behavior of 

the strongest sorption sites are of greatest interest for colloid-facilitated transport over long time and 

distance scales because these are the sites that will contribute the most to dose/risk estimates over such 

scales. 

 

The Grimsel granodiorite was expected to be a weaker adsorbent for 137Cs than the NNSS volcanic tuff, 

although it was not known how much weaker.  In the experiments of this study, a large volume of 

Chancellor groundwater containing both colloid-associated 137Cs and solute 137Cs was injected through a 

relatively small column packed with granodiorite, with the intent being to push the granodiorite to the limits 

of its ability to attenuate the transport of the 137Cs.  However, prior to reaching this limit, it was anticipated 

that there would be a noticeable decrease in the concentrations of both colloid-associated 137Cs and solute 
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137Cs, and that very little, if any, of the solute 137Cs would transport through the column initially.  The 

predominantly colloid-associated 137Cs eluting through the column during the early portion of the column 

experiment would be collected and run through a second column packed with the granodiorite to determine 

whether the 137Cs remaining on the colloids was more strongly associated with colloids than the 137Cs 

associated with the starting colloids.  Unlike the previous experiments with the NNSS volcanic tuffs, the 

second pass and any subsequent passes would not be through the same column as the first pass, but rather 

they would be run through columns packed with fresh granodiorite.  Also, flow interruptions were planned 

during any subsequent passes to increase the residence time that the 137Cs-bearing colloids remained in 

contact with the granodiorite, thus allowing interrogation of slower desorption rates. 

 

6.2 Materials and Methods 

 

6.2.1 Materials 

 

The Grimsel Granodiorite was crushed and sieved to obtain particles between 75-500 µm. The crushed 

granodiorite material was then packed into mini-columns, as outlined by Dittrich et al. (2015).  Mini-

columns are ideal for radionuclide transport studies because they allow for quick evaluation of radionuclide 

and colloid transport, require small amounts of sediment material, and generate minimal radioactive waste 

(Dittrich et al., 2015).  The columns were constructed from Teflon® tubes with a diameter of 0.9 cm and 

cut to ~ 11 cm length.  Each column was tightly packed with ~11 g of the crushed granodiorite, which 

allowed for ~ 4 mL pore volumes (Table 6-1).  The procedure(s) for the column experiments are discussed 

in Section 6.2.3. 

      

Table 6-1. Column parameters. Porosity is calculated assuming a granodiorite density of 2.65 g/cm3 

 

 Length (cm) Weight sediment (g) Pore Volume (mL) Porosity 

1 11.3 10.7893 4.1098 0.50 

2 11.2 10.7018 4.1350 0.51 

 

Besides having high concentrations of colloids and 137Cs, the Chancellor cavity water also has a high 

concentration of 3HHO.  The naturally high 3HHO concentrations provide an ideal conservative tracer to 

determine breakthrough and transport parameters.  Furthermore, the association of the 137Cs with the 

colloids was already quite well known (Reimus and Boukhalfa, 2014; Reimus et al., 2006; Rose et al., 

2011).  Water from the top of an undisturbed 55-gallon drum of Chancellor water was pumped into 

Nalgene® bottles for use in the experiments using a peristaltic pump.  

 

Synthetic water was prepared to match the composition of Chancellor cavity water without the presence of 

radionuclides or colloids. This water was used to saturate the columns prior to the experiments and as the 

background solution injected into all of the columns before and after injection of the Chancellor water. The 

composition was altered slightly to account for the lower temperature (and lower silica solubility) in the 

experiments relative to in the Chancellor cavity. The pH was also lowered (adjusted with HCl and KOH) 

to account for the lower atmospheric pressure in Los Alamos (Reimus and Boukhalfa, 2014). The 

composition of the synthetic water was verified by inductively coupled plasma – optical emission 

spectrometry (ICP-OES) measurements for cations and ion chromatography (IC) for anions (Table 6-2). 
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Table 6-2. Composition of the synthetic Chancellor Water 

 

Ion Measured (mg/L) Recipe (mg/L) 

SO4
2- 69.2 63.4 

Cl- 35.8 26.9 

SiO2 19.1 25.0 

Na+ 90.8 96.0 

K+ 4.80 4.67 

Ca++ 1.12 1.12 

Mg++ 0.14 0.46 

pH 8.7 8.7 

 

 

6.2.2 Analytical Methods 
 

3HHO and 137Cs were analyzed by liquid scintillation counting (LSC), with approximately 2 mL of a given 

sample pipetted into a plastic liquid scintillation vial, to which 18 mL of Ultima Gold AB scintillation 

cocktail was added.  The samples were shaken and refrigerated until analysis.  Samples were analyzed using 

a Perkin-Elmer Quantulus liquid scintillation counter.  Each sample was counted 3 times for 60 min per 

iteration.  The peaks for 3HHO and 137Cs are readily separated because of the much lower decay energy and 

higher abundance of 3HHO compared to the 137Cs.  The long counting times were necessary to quantify the 

low 137Cs concentrations. 

 

Rose et al. (2011) previously determined that the dominant fission product in Chancellor water is 137Cs. 

Therefore, no corrections were made to subtract other radionuclides from the spectra. The 3HHO peak was 

readily distinguished from the edge of the 137Cs peak at 280 keV. The channels between 1 and 280 keV 

were summed to determine the 3HHO counts per minute per ml (CPM/ml), whereas those between 280 and 

800 keV were summed to determine the 137Cs CPM/ml.  Figure 6-1 shows the raw spectra of the Chancellor 

water. The 137Cs counts for the filtered Chancellor water were about half of the unfiltered Chancellor water, 

indicating that about half of the 137Cs is in the dissolved phase and half in the colloidal phase.  This 

partitioning is in good agreement with other measurements of Chancellor water (Reimus et al., 2006; 

Reimus and Boukhalfa, 2014). 

 

 

 
 

Figure 2-1. Raw spectra of the Chancellor water and filtered Chancellor water. The 3HHO peak is 

truncated to emphasize the 137Cs peak. 
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Colloid concentrations were determined by turbidity, which was measured using a Hach® 2100N 

turbidimeter.  Turbidity measurements are known to be well correlated with colloid concentrations if the 

sizes and shapes of the colloids remain relatively stable in all samples, which was assumed to be the case 

here because the origin of the colloids was the same (i.e., the Chancellor water).  The instrument was 

calibrated to obtain a relationship between nephelometric turbidity units (NTUs) and % Chancellor water, 

in “standards” prepared by diluting the Chancellor water with colloid-free deionized water that had zero 

measurable turbidity (Fig. 6-2).  The calibration curve was then used to determine the colloid concentrations 

in unknown samples relative to the colloid concentration in the Chancellor water.  The turbidity of the 

Chancellor water ranged from 7.89 to 8.08 NTU, and the practical lower detection limit was below 0.2 

NTU, so the detection limit was effectively only 2-3 percent of the Chancellor water turbidity, and the 

calibration curve was essentially linear over the entire range.  The absolute colloid concentration in the 

Chancellor water was not measured, but Reimus and Boukhalfa (2014) previously reported a value of 0.12 

g/L for water that had been vigorously stirred before collection out of the 55-gallon drum of water.  Thus, 

the unstirred water used in this study was assumed to have a slightly lower absolute colloid concentration 

of 0.1 g/L.  This value was used as an assumption in the modeling calculations, and it has a minor effect on 

the reported model parameter values, but it otherwise has little bearing on the results of this study.  The 

turbidity measurements were not destructive, so unlike the 2 ml that was used for LSC measurements, the 

water that was measured by turbidity could be poured back out of the vials and reused in another column. 

   

 

 
 

Figure 2-2. Calibration of the turbidity measurements as a function of NTU relative to Chancellor water 

 

 

6.2.3 Column Experiments 

 

The granodiorite-packed columns were saturated with the synthetic Chancellor water following the 

procedure of Reimus and Boukahalfa (2014).  The saturation procedure ensures that no air pockets exist 

within the column that may impede the flow of colloids. Prior to saturation, the air in the void space of the 

columns was exchanged with CO2, and then alternating treatments of vacuum and CO2 flushing were 

applied, with the final step being a vacuum.  Then, degassed synthetic water was introduced to the columns 

under vacuum. The columns were then aligned vertically and held in place with a C-clamp. The inlet of the 

column was attached to a syringe pump (KD Scientific 60 cc syringe) using PEEK tubing. The flow rate 

was set to 0.5 mL/hr, which established an 8-hour residence time of the solution in the column. The outlet 

of the column was attached with PEEK tubing to a Foxy Jr.® fraction collector. Collection times were set 

for 6 hours in order to collect the 3 mL of sample necessary for both turbidity and LSC analysis.  The 

samples were collected in the fraction collector in glass vials, which were shown in separate tests to retain 

an insignificant amount of 137Cs from the Chancellor water on their walls. 
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Small aliquots (1.5-2 mL) of the Chancellor water that was injected into the columns and also selected 

samples eluted from the columns were hand filtered (WhatmanTM 0.02 um) to obtain estimates of the 

“dissolved” or “solute” fraction of 137Cs in the samples.  Unfiltered samples were analyzed to determine the 

total 137Cs, and the difference between the total and filtered 137Cs was considered to be associated with the 

colloids. 

 

~450 mL of degassed Chancellor water was injected into one of the columns after the column had been 

flushed with synthetic Chancellor solution until colloid concentrations eluting from it were stable and very 

low compared to the Chancellor water.  The concentrations of 3HHO, 137Cs (both filtered and unfiltered), 

and colloids were measured in selected samples, but approximately every other sample was saved for 

injection into a second column.  After the concentrations of all constituents reached their levels in the 

Chancellor water (indicating the granodiorite in the column was no longer adsorbing any 137Cs or filtering 

colloids), the flow through the column was stopped for ~ 3 days.  After 3 days, ~0.6 mL was slowly syringed 

back and forth through the column to liberate any colloids that may have stuck in the column during the 

flow interruption, and the 0.5 ml/hr flow rate was re-established.  This procedure was done to determine 

whether there was either a net loss or a net gain of colloids resulting from the flow interruption and the 

back-and-forth swishing procedure.  If there was little or no net loss or gain of colloids after the interruption, 

it would indicate that this procedure was effective in remobilizing colloids and not generating new colloids 

from the granodiorite.  In this case, the procedure would be shown to be effective in increasing the residence 

time of the 137Cs-bearing colloids in the column without resulting in irreversible loss of the colloids, which 

would complicate test interpretations.  The flushing of the column was continued until the 3HHO, 137Cs, 

and colloid concentrations returned to that of the Chancellor water, and then the injection water was 

switched over to synthetic Chancellor water to elute the retained 137Cs out of the column.  The elution 

procedure was still in progress and 137Cs concentrations exiting the column were still elevated over 

background at the time of writing this report.  The elution will continue until background concentrations 

are reached so that a mass balance on the entire inventory of 137Cs injected into the column can be calculated. 

 

The granodiorite was expected to adsorb any dissolved 137Cs or any 137Cs weakly bound to the colloids until 

the adsorption capacity of the granodiorite was nearly exhausted.  Over time, more and more solute 137Cs 

and 137Cs weakly bound to colloids was expected to break through the columns, and when all the adsorption 

capacity of the granodiorite was expended, the Chancellor water was expected to pass through the column 

unaffected by the granodiorite.  The intent was to pool together many of the early samples eluting through 

the column, which were expected to predominantly contain 137Cs that was strongly-bound to colloids, for 

injection into a second column.  The samples to pool together were determined from the 137Cs and colloid 

breakthrough curves from the column, and the pooled samples were then injected into a second column to 

determine whether the strongly colloid-bound 137Cs would remain on the colloids or be stripped by the 

granodiorite.  The colloid-associated 137Cs concentrations remained relatively constant for approximately 

the first 108 ml, or approximately 26 pore volumes, that was eluted through the column, and then the 

concentrations began to sharply increase (see next section for results), suggesting that the granodiorite 

adsorption capacity was being reached.  Of the first 108 ml, only about 45 mL was available for injection 

into the second column because of the solution volume that was expended by liquid scintillation counting.  

Most of this 45 ml was injected into a second column, and because of the relatively small volume of this 

injection, a flow interruption of nearly 3 days was introduced after only about 24 ml had passed through 

the column.  The column flow was then re-established after employing a similar syringe swishing procedure 

as in the first column to remobilize any filtered colloids (see above), and samples were collected to 

determine the colloid and 137Cs concentrations after the flow interruption.  There was not enough volume 

remaining in the samples collected from the second column to consider an injection of the column effluent 

into a third column. 
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6.3 Results and Interpretation of Column Experiments 

 

6.3.1 Results 

 

To date, only the results from the first column injection of the Chancellor water through the granodiorite 

and preliminary results from the second pass, including the flow interruption during the second pass, are 

available.  Figure 2-3 shows that essentially 100% of the colloids eluted through the first and second 

columns after the first pore volume, suggesting that none of the colloids were filtered by the granodiorite 

material.  In the sample following the flow interruption in column 1, the turbidity slightly increased, but the 

increase was relatively minor and in only one sample, implying that the Chancellor colloids were 

remobilized (if they had ever become immobilized at all) and there were very few new colloids liberated 

from the granodiorite by the interruption and syringe swishing procedure. Synthetic Chancellor water 

devoid of colloids was then injected, and the colloid concentration dropped rapidly.  In column 2, the 

turbidity reached a steady value that was about 1.2 times the value of unfiltered Chancellor water, but this 

value was in agreement with the injection solution consisting of pooled samples from the early portion of 

column 1, so the additional turbidity cannot be attributed to colloids generated in column 2.  The reason for 

the increase in turbidity of the pooled samples is unknown, but it was not considered important because this 

additional turbidity passed through the second column without being affected, and thus it could be assumed 

that all of the 137Cs-bearing colloids present in the pooled samples also passed through the column. 

 

 

 
 

 

Figure 6-3. Turbidity (NTU) of the effluent from the first and second columns graphed as a function of 

Chancellor water turbidity. The flow interruption in column 1 is designated by the blue arrow. 

 

 

 

Figure 6-4 shows the the solute and total 137Cs breakthroughs from the first granodiorite column, along with 

the breakthrough of 3HHO, which was conveniently present at high concentrations in the Chancellor water.  

Note the vastly different concentrations of 3HHO and 137Cs, plotted against the different vertical axes.  The 

measurements of solute 137Cs were obtained (by filtration) for only a few of the samples, and they were 

interpolated for the remaining samples for the modeling exercise discussed below.  The colloid-associated 
137Cs concentrations in all cases were calculated as the difference between the total measured 137Cs and the 

filtered 137Cs concentrations (interpolated in most cases).  The dashed lines show the approximate 

concentrations of the solute and total 137Cs in the injected Chancellor water, with the difference being the 

colloidal 137Cs.   
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Figure 6-4. Measured breakthrough curves of 3HHO and 137Cs in Column 1.  All points plotted at a 

cumulative volume of zero are measurements of the injected Chancellor water.  The vertical dashed line 

indicates the samples that were pooled together for the injection into column 2.  The horizontal dashed 

lines show the total and filtered 137Cs concentrations in the injected Chancellor water. 

 

 

It is apparent from Figure 6-4 that the initial breakthrough of 137Cs occurred at the same time as 3HHO, and 

the breakthrough was primarily 137Cs associated with colloids.  However, it is also apparent that more than 

half of the 137Cs that was initially associated with the colloids desorbed from the colloids during the ~8-hr 

travel time through the column.  As the experiment progressed, the solute 137Cs concentrations slowly 

increased while the colloid-associated 137Cs concentrations remained relatively steady for many pore 

volumes.  The colloid-associated 137Cs concentrations did not noticeably increase until about 26 pore 

volumes had passed through the column, but at that point, the rate of increase in concentrations of both 

solute and colloid-associated 137Cs rose significantly, indicating that the granodiorite was approaching its 

adsorption capacity for 137Cs.  By the time 50 pore volumes had passed through the column, it was apparent 

that no more 137Cs was being retained, as the total 137Cs concentrations exiting the column were the same 

as those entering the column, with approximately the same ratio of colloidal and solute 137Cs in both the 

entrance and exit as well. 

 

All of the column effluent water that had not been expended by LSC analyses, up to the first 26 pore 

volumes (indicated by the dashed vertical line in Figure 6-4), was combined and injected into the second 

column packed with crushed granodiorite.  Figure 6-5 shows the preliminary 137Cs breakthrough curves 

from the second column, including the flow interruption that was implemented.  The combined water was 

analyzed just prior to the injection, and the total and solute concentrations of 137Cs are shown in Figure 6-

5.  It is apparent that the effluent 137Cs concentrations in this column experiment reached a higher fraction 

of the injection concentration than in the first column, with a much higher percentage of the colloid-

associated 137Cs remaining associated with the colloids than in the first column.  During the initial part of 

the first column experiment, only about 45% of the colloid-associated 137Cs that was injected into the 

column remained associated with the colloids, but in the second experiment, nearly 90% of the colloid-

associated 137Cs remained associated with the colloids.  It is also apparent that this association remained 

essentially unchanged after the 70-hr flow interruption, which occurred at a time in the experiment when 

there should have been plenty of available adsorption sites to compete for 137Cs on the granodiorite (based 
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on the results from the first column, which was packed with the same batch of crushed granodiorite).  The 

apparent lack of desorption of 137Cs from the colloids during the 70-hr flow interruption provides a good 

constraint for the rate constant for desorption of the 137Cs remaining on the colloids at this time. 

 

 
 

Figure 6-5. Measured breakthrough curves of 3HHO and 137Cs in Column 2 (plotted vs. time to illustrate 

the flow interruption).  All points plotted at a cumulative volume of zero are measurements of the injected 

water from the pooled Column 1 samples.  The horizontal dashed lines show the total and filtered 137Cs 

concentrations in the injected Chancellor water. 

 

 

6.3.2 Interpretations 

 

The column transport experiments provided a unique opportunity to test the colloid-facilitated radionuclide 

transport capability described in Reimus et al. (2016) and Reimus (2017).  In most previous cases in which 

this model had been run, including all of the benchmarking test cases documented in Reimus (2017), the 

adsorption site capacity on both the colloids and the immobile geologic media had been set to very high 

values.  In such cases, these parameters do not come into play in the model predictions because the surfaces 

always behave as though there is an overabundance of sites, and sorption isotherms are therefore always 

linear.  However, in the experiments conducted for this study, it became apparent that a limited sorption 

site capacity for a stronger sorption site on the colloids was necessary to explain the results. 

 

The model, condensed to include only the terms needed to match the observed 137Cs transport behavior in 

this study, is as follows: 

 

Mobile Colloid Transport in Fractures (assumed to be conservative – no filtration): 

 
𝜕𝐶𝑐

𝜕𝑡
+ 𝑑𝑖𝑣(𝑣𝑐𝐶𝑐 − 𝐷𝑐𝛻𝐶𝑐) = 0             (6-1) 

 

Mobile Solute in Fractures: 

 

Advective and Dispersive Transport:   
𝜕𝐶𝑎

𝜕𝑡
+ 𝑑𝑖𝑣(𝑣𝑎𝐶𝑎 − 𝐷𝑎𝛻𝐶𝑎) =         (6-2) 
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Reactions with Immobile Surfaces (1 sorption site):    −𝑘𝑎𝑠
𝜌𝐵

∅
𝐶𝑎 (1 −

𝑆𝑎

𝑆𝑎,𝑚𝑎𝑥
) + 𝑘𝑠𝑎

𝜌𝐵

∅
𝑆𝑎 + 

 

Reactions with Mobile Colloids (2 sites):   ∑ [−𝑘𝑎𝑐,𝑖𝐶𝑎𝐶𝑐 (1 −
𝐶𝑎𝑐,𝑖𝐶𝑐

𝐶𝑎𝑐,𝑚𝑎𝑥,𝑖𝐶𝑐
) + 𝑘𝑐𝑎,𝑖𝐶𝑎𝑐,𝑖𝐶𝑐]2

𝑖=1  

 

Solute Adsorbed onto Immobile Surfaces in Fractures: 

 

        
𝜕𝑆𝑎

𝜕𝑡
= 𝑘𝑎𝑠𝐶𝑎 (1 −

𝑆𝑎

𝑆𝑎,𝑚𝑎𝑥
) − 𝑘𝑠𝑎𝑆𝑎 (6-3) 

 

Solute Adsorbed onto Mobile Colloids in Fractures (2 equations; i = 1, 2): 

 

    
𝜕𝐶𝑎𝑐,𝑖𝐶𝑐

𝜕𝑡
+ 𝑑𝑖𝑣(𝑣𝑎𝐶𝑎𝑐,𝑖𝐶𝑐 − 𝐷𝑐𝛻𝐶𝑎𝑐,𝑖𝐶𝑐) = 𝑘𝑎𝑐,𝑖𝐶𝑎𝑐,𝑖𝐶𝑐 (1 −

𝐶𝑎𝑐,𝑖𝐶𝑐

𝐶𝑎𝑐,𝑚𝑎𝑥,𝑖𝐶𝑐
) − 𝑘𝑐𝑎,𝑖𝐶𝑎𝑐,𝑖𝐶𝑐        (6-4) 

 

where, Cc = concentration of colloids in mobile phase, g/cm3 

Ca = solution concentration of solute in mobile phase, g/cm3 

 Sa = adsorbed concentration of solute on granodiorite, g/g 

Cac,i = concentration of solute sorbed to colloid site i, g/g colloid 

 Sa,max = maximum adsorbed concentration of solute on granodiorite, g/g 

Cac,max,i = maximum concentration of solute sorbed to colloid site i, g/g colloid 

vc = advective velocity of colloids in column, cm/hr 

va = advective velocity of solutes in column, cm/hr 

 Da = solute dispersion coefficient in column, cm2/hr 

 Dc  = colloid dispersion coefficient in column, cm2/hr 

 B = effective bulk density within granodiorite, g/cm3 

∅= porosity within granodiorite 

kas = rate constant for sorption of solute onto granodiorite, cm3/g-hr 

 ksa = rate constant for desorption of solute from granodiorite, 1/hr 

kac,i = rate constant for sorption of solute onto colloid site i, cm3/g-hr 

 kca,i = rate constant for desorption of solute from colloid site i, 1/hr 

 

When only the breakthrough curves for the injection of Chancellor water into the first granodiorite column 

were considered, it was found that the solute and colloid 137Cs responses could be accounted for reasonably 

well with one adsorption site on the colloids.  A comparison between the data and model is shown in Figure 

6-6, and the model parameters corresponding to the model curves of Figure 6-6 are listed in Table 6-3.   It 

is apparent that the colloid 137Cs response was not matched as well as the solute 137Cs response.  Note that 

model was constrained to have a ratio of adsorption to desorption rates for 137Cs on the colloids that yielded 

the observed 137Cs partition coefficient in the Chancellor water.  In this case, the adsorption site capacity 

on the colloids was assumed to be quite large relative to the amount of 137Cs adsorbed to the colloids. 
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Figure 6-6. Matches of a single-adsorption-site model to the 3HHO and 137Cs breakthrough curves of 

Column 1 up to the time of the injection of synthetic Chancellor water.  Filtered data points that appear 

here but not in Figure 2-4 are from interpolation of filtered 137Cs data.  Colloid data points were calculated 

as difference between total and filtered 137Cs concentrations.  All concentrations are normalized to the 

concentrations of either total 3HHO or 137Cs in unfiltered Chancellor water. 

 

 

Table 6-3.  Model parameters yielding the single-adsorption-site model curves of Figures 6-6 and 6-7 

 

Parameter Value 

Column mean residence time, hr 9 

Peclet number (L/dispersivity) 50 
137Cs Sa,max, g/g granodiorite 5 x 10-11 

137Cs Cac,max, g/g colloid 5 x 10-8 
137Cs kas, ml/g-hr  100 

137Cs ksa, hr-1 5 
137Cs kac, ml/g colloid-hr 1392 

137Cs kca, hr-1 0.12 

  Notes:  L = column length; Chancellor colloid concentrations assumed to be 0.1 g/L. 

 

 

Figure 6-7 shows the match of the single-adsorption-site model to the breakthrough curves for the injection 

through the second granodiorite column.  The model parameters from Table 2-3 were used for the second 

column, with the total 137Cs activity from the pooled column 1 samples not redistributed between the 

colloids and the solution phase in the combined injection solution.  Rather, the distribution between colloids 

and solute was left the same as in the samples exiting the column.  By not redistributing the 137Cs activity, 

the fraction of 137Cs on the colloids was kept artificially high and the breakthrough of colloidal 137Cs was 

thus artificially high in the model simulations.   However, as Figure 6-7 shows, the model still significantly 

underpredicts the colloidal 137Cs breakthrough in the second column.  The model also dramatically 

overpredicts the amount of 137Cs that desorbed from the colloids during the 70-hr flow interruption.  It was 

concluded that at least one additional type of adsorption site on the colloids was needed to achieve a better 

simultaneous match to the breakthrough curves from both the first and second columns.  
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Figure 6-7. Matches of a single-adsorption-site model to the 3HHO and 137Cs breakthrough curves of 

Column 2.  All concentrations are normalized to the concentrations of either total 3HHO or 137Cs in the 

pooled samples from Column 1 that were injected into column 2.  Data points at time zero correspond to 

the concentrations measured in the pooled samples. 

 

 

Figure 6-8 shows the results of matching a two-adsorption-site model to the 137Cs solute and colloid 

breakthrough curves in the first column.  The model parameters associated with this match to the data are 

listed in Table 6-4.  Again, the model parameters were constrained to yield the partitioning of 137Cs between 

the colloid and solution phases that is measured in the Chancellor water.  The introduction of a second site 

that is relatively low in abundance but much stronger than the first site clearly improves the match to the 

data relative to that shown for a single-site model in Figure 6-7.  The model predictions for the breakthrough 

curves in the second column, using the parameters listed in Table 6-4, are shown in Figure 6-9.  In this case, 

the 137Cs activity in the pooled samples from the first column was redistributed in the combined injection 

solution according to parameters of Table 6-4.  This redistribution resulted in some of the 137Cs on the 

colloids desorbing, and therefore the solute 137Cs concentration in the injection solution was higher by about 

40% relative to what the model predicted for the combined samples as they eluted from the first column.  

Essentially all of the 137Cs that was predicted to have desorbed from the colloids came from the weaker, 

more abundant adsorption site on the colloids.  We note that despite the redistribution of 137Cs activity from 

the colloids to the solution phase, the predicted 137Cs activity in solution was still less than what was 

measured in the actual injection solution.  This discrepancy is caused by the fact that the model 

underpredicts the measured solute 137Cs breakthrough and overpredicts the colloid 137Cs breakthrough in 

the first column, resulting in an underprediction of solute 137Cs injected into the second column.  Even the 

redistribution of 137Cs from the colloids to the solution phase in the model is not enough to match the 

measured solution phase 137Cs in the injection solution. 
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Figure 6-8. Matches of a two-adsorption-site model to the 3HHO and 137Cs breakthrough curves of 

Column 1 up to the time of the injection of synthetic Chancellor water.  Filtered data points that appear 

here but not in Figure 6-4 are from interpolation of filtered 137Cs data.  Colloid data points were calculated 

as difference between total and filtered 137Cs concentrations.  All concentrations are normalized to the 

concentrations of either total 3HHO or 137Cs in unfiltered Chancellor water. 

 

 

 
 

Figure 6-9. Matches of a two-adsorption-site model to the 3HHO and 137Cs breakthrough curves of 

Column 2.  All concentrations are normalized to the concentrations of either total 3HHO or 137Cs in the 

pooled samples from Column 1 that were injected into column 2.  Data points at time zero correspond to 

the concentrations measured in the pooled samples. 
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Table 6-4. Model parameters yielding the two-adsorption-site model curves of Figures 6-8 and 6-9 

 

Parameter Value 

Column mean residence time, hr 9 

Peclet number (L/dispersivity) 50 
137Cs Sa,max, g/g granodiorite 5 x 10-11 

137Cs Cac,max.1, g/g colloid 5 x 10-8 
137Cs Cac,max.2, g/g colloid 2.29 x 10-9 

Fraction of colloidal 137Cs initially on 

colloid site 1 

0.586 

137Cs kas, ml/g-hr  110 
137Cs ksa, hr-1 5 

137Cs kac,1, ml/g colloid-hr 7127 
137Cs kca,1, hr-1 1 

137Cs kac,2, ml/g colloid-hr 300. 
137Cs kca,2, hr-1 0.0005 

  Note:  L = column length; Chancellor colloid concentrations assumed to be 0.1 g/L. 

 

 

It is apparent from Figure 2-9 that the modeled 137Cs transport behavior in the second column is much better 

with the two-site model than with the single-site model (Figure 6-7).  In particular, the fraction of 137Cs that 

desorbs from the colloids during the initial part of the test, as well as during the flow interruption are both 

matched quite well.  The flow interruption provides a good constraint on the desorption rate constant for 

the stronger adsorption site, although in retrospect, a better constraint would have been provided if the 

duration of the flow interruption had been increased because it is apparent that very little (if any) 137Cs 

desorbed from the colloids during the flow interruption.  Figure 6-10 shows the results of a model simulation 

in which the desorption rate constant of 137Cs from the stronger adsorption site on the colloids was increased 

by a factor of four over that in Figure 6-9.  It is apparent that the larger desorption rate is a little too fast to 

be consistent with the data, although it is not too fast to be consistent with the data prior to the flow 

interruption.  This clearly illustrates how the flow interruption provides additional constraints on the lower 

bound for the desorption rate constant.  There was some concern that the flow interruption might result in 

filtration of some of the colloids and thus a decrease in 137Cs concentrations that was not necessarily 

associated with 137Cs desorption from the colloids.  However, the turbidity values in samples collected after 

the interruption were similar to those before the interruption (and both were slightly higher than the original 

Chancellor water), which suggests that the interruption did not result in significant colloid filtration.  The 

pushing and pulling of a small amount of water (less than 1 ml) back and forth through the column prior to 

resuming the flow presumably helped remobilize any colloids that had settled onto granodiorite surfaces in 

the column.  The results of Figures 6-8 and 6-9 suggest that a two-adsorption-site model on the colloids is 

adequate for representing the 137Cs transport behavior, so a model with three adsorption sites was not 

attempted.  Note that only one type of adsorption site was assumed to be present on the granodiorite in all 

cases, and this site was considerably weaker than the colloid adsorption sites. 
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Figure 6-10.  Matches of a two-adsorption-site model to the 3HHO and 137Cs breakthrough curves of 

Column 2 but with the desorption rate constant of the stronger adsorption site on colloids set to 4 times 

the value used in Figure 2-9 and listed in Table 2-4.  All concentrations are normalized to the 

concentrations of either total 3HHO or 137Cs in the pooled samples from Column 1 that were injected into 

column 2.  Data points at time zero correspond to the concentrations measured in the pooled samples. 

 

6.4  Discussion 
 

The interpretations discussed above clearly show how the injection of a solution from a first column into a 

second column can provide definitive discrimination between a single-adsorption-site model and a 

multiple-adsorption-site model on colloids, and they also show how a flow interruption can be used to better 

constrain the estimate of the all-important slowest desorption rate constant from the colloids.  Although 

there were some discrepancies with modeling the solute 137Cs transport behavior, the colloid 137Cs 

breakthrough curves in both columns were modeled quite well with a single set of model parameters applied 

to both column experiments (at least in the case of the two-adsorption-site model).  We note that some the 

of the discrepancies in explaining the solute 137Cs behavior might be the result of some very small colloids 

passing through the 0.02-m filters that were used to make the operational distinction between solute 137Cs 

and colloidal 137Cs.  Thus, a portion of the “solute” 137Cs might have actually been associated with very 

small colloids.  This might also explain why the solute fraction of 137Cs was higher than predicted in the 

injection solution for the second column.  However, these discrepancies in predicting the solute transport 

behavior are of little concern for addressing colloid-facilitated transport of 137Cs over long time and distance 

scales.  The most important parameter for predicting colloid-facilitated transport over such scales is the 

desorption rate constant of the strongest adsorption site on the colloids because this parameter will dictate 

how far 137Cs can move with the colloids before desorbing and becoming available for adsorption onto 

immobile surfaces in the system.  The solute transport behavior does not have a significant effect on the 

estimation of this rate constant, and in fact the most constrained estimate of this parameter comes after the 

flow interruption in the second column, when solute concentrations were effectively at background levels. 

The deduced two-adsorption-site behavior of the 137Cs on the Chancellor colloids is similar in many respects 

to the adsorption behavior of 137Cs that has been reported for other colloids.  For example, the nonlinearity 

of Cs sorption to colloids has been reported Zhuang et al. (2003), de Koning and Comans (2004), and 

Missana et al. (2004).  Cesium is rapidly scavenged from aqueous solution onto planar sites of colloid 
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surfaces, followed by a slower and stronger uptake onto the highly reactive sites that exist at much lower 

surface coverages (Missana et al., 2004).  Therefore, it is not surprising that a small amount of 137Cs is 

strongly adsorbed to the Chancellor colloids.  This is reflected in the differences in the fractions of colloid-

bound 137Cs eluted from columns 1 and 2 relative to the colloid-bound fractions injected into each column. 

In the experiments conducted for this study, the granodiorite used in the columns had a very weak affinity 

for 137Cs.  This affinity was much weaker than in the case of the fracture fill material that was isolated from 

Grimsel granodiorite for earlier colloid-facilitated 137Cs experiments that were previously reported (Wang 

et al. 2015, Chapter 8).  This weak affinity resulted in a relatively early breakthrough of solute 137Cs and 

consequently an early transition to having the column effluent look exactly like the injection solution into 

the column (i.e., unreacted Chancellor water).  The original intent was to collect a significant volume of 

column effluent that contained mainly colloidal 137Cs, with a minimal amount of solute 137Cs, for injection 

into the second column, but the early transition greatly limited the volume of effluent that was suitable for 

injection into the second column.  Thus, the results shown for the second column in the Section 2.3.1 

represent almost the entire amount of water that was available to inject into the second column (after 

significant volume loss for radionuclide measurements by LSC).  It was considered counterproductive to 

be injecting any solution into the second column that had relatively high solute 137Cs concentrations or a 

relatively large fraction of colloidal 137Cs adsorbed to weaker adsorption sites on colloids because this 

effectively dilutes the information obtained from the second column.  Thus, the injection into the second 

column was limited to the remaining volume from the first 26 pore volumes from the first column, which 

was when relatively steady colloidal 137Cs concentrations were observed that were presumably associated 

with the stronger adsorption sites on the colloids.  

  

While the early transition of the effluent from the first column to the 137Cs concentrations and solute-colloid 

distributions in the Chancellor water was a disadvantage from the standpoint of interrogating stronger 

adsorption sites in a second column injection, it offered the opportunity to interrogate the adsorption 

properties of the granodiorite with respect to 137Cs.  The difference between the injected and eluted masses 

of 137Cs after the effluent concentrations were the same as the injection concentration can be attributed to 
137Cs adsorbed to the granodiorite, and the timing of the transition to the injection concentration provides a 

good constraint on the partition coefficient for the 137Cs onto the granodiorite.  However, it should be noted 

that the 137Cs partition coefficient and the maximum adsorption site capacity on the granodiorite are two 

parameters that cannot be uniquely determined from the column experiment because these parameters have 

an inverse correlation once the site capacity drops below a certain value.  Running a first column until the 

effluent reaches the injection concentration of a radionuclide may not always be practical if the material 

packed into the column has a strong affinity for the radionuclide, but it clearly offers additional information 

on the reactive transport behavior of the combined system.  In the experiments of Reimus and Boukhalfa 

(2014), solute 137Cs never broke through the columns, so no information was obtained on the adsorption 

properties of the immobile media other than a lower bound on the 137Cs partition coefficient onto the 

volcanic tuff used in the columns. 

  

If additional solution that did not contain solute 137Cs had been available from the first column, the injection 

volume into the second column would have been greater, and if enough have been injected through the 

second column, an injection would have been conducted into a third column.  Had it been known that the 

granodiorite was going to have so much less affinity for 137Cs than the previously-used fracture fill material, 

we would have used a larger first column to increase the volume of effluent suitable for a second column 

injection.  We recognize that if longer flow interruptions and a third column had been employed, it might 

have become necessary to introduce a third adsorption site on the colloids to explain all the data 

simultaneously.  We had hoped to evaluate whether a third site was necessary, but the early breakthrough 

of solute 137Cs prevented this.  Nevertheless, we believe that the utility of the multiple sequential column 

injection method for interrogation of colloid-facilitated transport model parameters was adequately 

demonstrated.  
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In future testing, we plan to use the Chancellor water/colloids in a set of columns that are packed with 

crushed analcime, a zeolite that should have a very strong affinity for 137Cs.  The analcime should also 

remain relatively intact and not generate colloids/fines that could confound test interpretations and 

potentially jeopardize column permeability, as many other zeolites or clays with strong affinity for 137Cs 

might.  These experiments should allow us to obtain much larger volumes of solutions containing only 

colloidal 137Cs for subsequent column injections, and they should also maximize the desorption of 137Cs 

from the colloids because of the much greater ability of the analcime to compete with the colloids for 137Cs.  

Thus, we should be able to obtain a much better interrogation of the ability of the Chancellor colloids to 

facilitate the transport of 137Cs over long time and distance scales.  The flow interruption technique will be 

used to increase the time scales of interrogation for desorption rate constants associated with the stronger 

adsorption sites on the colloids.   

 

Additionally, we are already in the process of preparing sodium-exchanged FEBEX bentonite colloids 

similar to what we have used in past colloid-facilitated transport experiments (Wang et al., 2014, Chapter 

6; Wang et al., 2015, Chapter 8) for use in future experiments.  These colloids are similar to what has been 

used in field colloid-facilitated transport experiments at the Grimsel Test Site in Switzerland.  The bentonite 

colloids will have carrier-free 137Cs adsorbed onto them before being injected through analcime-packed 

columns.  The carrier-free 137Cs should keep total Cs concentrations to much lower levels than in previous 

colloid-facilitated transport tests at LANL (Wang et al., 2015, Chapter 8), which should increase the fraction 

of 137Cs that is adsorbed to stronger adsorption sites on colloids.  These tests are being planned to offer 

practical information on the potential for bentonite colloids (generated from erosion of backfill in a 

crystalline repository) to facilitate the transport of 137Cs over long time and distance scales.  While the use 

of analcime in column experiments does not necessarily have practical applications to repository scenarios, 

it should present a “best-case” scenario with respect to inhibiting colloid-facilitated transport of 137Cs, and 

in that sense it should have value for repository performance assessments. 
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7. COMPARATIVE STUDY OF DISCRETE FRACTURE NETWORK 

AND EQUIVALENT CONTINUUM MODELS FOR SIMULATING 

FLOW AND TRANSPORT IN FRACTURED MEDIA 
 

7.1 Introduction 
 

Disposal of high-level radioactive waste in a geological repository in crystalline host rock is one of the 

potential options under study in the United States by the Department of Energy. The disposal concept has 

also been studied in other countries such as Canada, Switzerland, Japan, Sweden and Finland to various 

degrees. Finland and Sweden currently have advanced repository implementation. A detailed review of 

international disposal concepts in crystalline rock is given by Rechard et al. (2011). The disposal concepts 

include an engineered barrier system at a nominal depth of 500 m and a natural barrier system consisting 

of variously fractured crystalline rock. Although the matrix rock has low permeability, the presence of 

fractures and faults has the potential to affect the hydrogeology of the host rock, and could result in the 

potential migration of radionuclides to the accessible environment. For this reason, the design of a disposal 

system in a crystalline rock requires a robust characterization of the fractured host rock. 

 

Various fracture modeling approaches have been employed to represent the fractured rock. The approaches 

can be broadly divided into Discrete Fracture Network (DFN) and Equivalent Continuum Model (ECM) 

(Zhang and Sanderson, 2002). Various techniques are also used within the broad categories to characterize 

fractured rock.   

 

The DFN approach is widely used in various applications, including nuclear waste disposal (e.g. Uchida et 

al., 1994; Dershowitz et al., 1998, 1999). In DFN approach interconnected networks for fractures are 

explicitly represented. Most DFN models (conventional DFN) assume that flow and transport only occur 

through the network with no participation of the rock matrix. In the model each fracture is a two-

dimensional planar object with specific shape and size and object-specific hydraulic properties such as 

transmissivity and aperture. If the location of a fracture is known, then the fracture can be deterministically 

included in the model. Otherwise, fractures are generated stochastically based on the probability 

distributions of fracture orientation and size derived from field observations. The fracture generation also 

requires the knowledge of the fracture intensity expressed either in terms of fracture area per unit volume 

or number of fractures in the modeling domain. Small fractures, whose radius is smaller than a cutoff value, 

are usually excluded from the fracture network. The fracture transmissivity and aperture are often assumed 

to be positively correlated with the fracture size – larger fractures generally have higher transmissivity and 

aperture (Dershowitz et al., 1999). Recently, discrete fracture matrix models where fractures and matrix are 

coupled directly have been developed (Ahmed et al. 2015a, Ahmed et al., 2015b). However, this 

formulation is complex and computationally intense. Therefore, simplified matrix representations (e.g. Hao 

et al., 2013, Karra et al., 2015) are usually used instead. 

 

In ECM individual fracture properties are translated into the properties of an equivalent porous medium. 

Different techniques have been proposed, but the main goal remains the same – reproduce the behavior 

(e.g. flow and transport) of the corresponding fracture network. The ECM is commonly used when the 

number of fractures in the model domain is large and/or the interaction between the matrix and fractures is 

an important factor. Examples of the ECM approach are found in Hsieh et al., (1985), Neuman and Depner 

(1988), Carrera et al. (1990), Tsang et al. (1996), and Altman et al. (1996) Jackson et al. (2000), and Hartley 

and Joice (2013). One of the main challenges with the ECM approach is that anisotropic permeability needs 

to be adequately represented to capture the preferential flow pathways in fractures. Jackson et al. (2000) 

provided a method of self-consistency that checks whether the ECM adequately represents the actual 

fracture system represented by a DFN method. They utilized the self-consistency method to demonstrate 

that the effective permeability of the ECM represents the fracture network.  
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Both DFN and ECM are useful tools for fracture modeling and for predictions of flow and transport. A 

number of studies compared DFN and ECM approaches, e.g. Selroos et al. (2002) and Leung et al. (2012). 

The common approach used in these studies is to specify the test/experiment conditions and let DFN and 

ECM modelers to develop their corresponding models. The modeling results are compared in terms of key 

upscaled observables, e.g., effective permeability and solute transport. However, details of the conceptual 

models and corresponding parameters were seldom provided. As a result, it is not possible to separate 

differences related to the interpretation of the test conditions and parameters from the differences between 

the DFN and ECM approaches.  

 

This paper addresses this problem by developing an ECM approach that matches as closely as possible the 

DFN model in the conceptual representation and parameters. The same numerical code PFLOTRAN is used 

to simulate flow and transport to ensure that a fair comparison is possible. Under this formulation we can 

determine the advantages and disadvantages of the two approaches with regard to simulating flow and 

transport in fractured crystalline rock. The goals of this study are:  

(1) To identify the differences between the predictions of flow and transport with DFN and ECM 

approaches in the far field of a hypothetical nuclear waste repository located in crystalline host rocks. 

(2) To separate the differences related to the discrete versus continuum approach from the differences in 

the conceptual representation.  

(3)  To provide robust fracture characterization tools for use in flow and transport modeling of generic deep 

geologic disposal of nuclear waste in crystalline rocks. The tools would also be utilized in other simulation 

processes such as thermal analysis. 

 

An outline of DFN and ECM approaches is provided in Section 7.2. The benchmark problem used for the 

comparison is described in Section 3. Section 4 describes modeling of flow and transport together with 

effective permeability estimation and observation of breakthrough curves for the different fracture network 

realizations. The major findings of this analysis are described in Section 5. 

 

7.2 Modeling Approach 

 

The DFN and ECM approaches used in this study are described in Sections 2.1 and 2.2, respectively. Both 

models use the same numerical solver for flow, PFLOTRAN. PFLOTRAN (Lichtner et al., 2015) is an 

open source, state-of-the-art massively parallel subsurface flow and reactive transport code that solves mass 

balance with Darcy’s law invoked for flow.  The advection-diffusion equation (ADE) in PFLOTRAN is 

used for transport simulations in both models. Transport within the DFN is also simulated using a 

Lagrangian particle tracking code (Makedonska et al., 2015). Breakthrough curves from all transport 

models, ADE-ECM; ADE-DFN; and particle tracking-DFN, are compared.    

 

7.2.1 The DFN Approach  

 

Using DFN to model flow and transport through fractured media is an alternative to traditional continuum 

approaches where effective parameters are used to include the influence of the fractures on the transport 

properties through a porous medium.  In the DFN approach, networks of fractures are created where the 

geometry and properties of individual fractures are explicitly represented. These networks are meshed for 

computation and the governing equations are numerically integrated to simulate flow. The choice to include 

the detailed geometry of the fractures and the connectivity of the fracture network allows for a more 

accurate representation of physical phenomenon and robust predictive simulation of flow and transport 

through fractured rocks compared to continuum approaches (Painter and Cvetkovic 2005).  

 

In this study, we use the computational suite dfnWorks (Hyman et al., 2015a) to generate a discrete fracture 

network representation of the fracture network and to solve the flow equations therein. dfnWorks combines 



Spent Fuel Disposition in Crystalline Rocks   

September 2017   97 

 

the feature rejection algorithm for meshing (FRAM) (Hyman et al., 2014), the LaGriT meshing toolbox 

(LaGriT, 2013), the parallelized subsurface flow and reactive transport code PFLOTRAN (Lichtner et al., 

2015), and a Lagrangian particle tracking method (Makedonska et al., 2015; Painter et al., 2012). FRAM is 

used to generate three-dimensional fracture networks and LaGriT is used to create a computational mesh 

representation of the network for computation. PFLOTRAN is used to numerically integrate the governing 

flow equations. dfnWorks has been used in a variety of studies including hydraulic fracturing (O’Malley et 

al., 2015; Hyman et al., 2016a; Karra et al., 2015) and parameter assessment for subsurface flow and 

transport in large fracture networks (Hyman et al., 2015b; Makedonska et al., 2016; Hyman et al., 2016b). 

Details of the suite, its abilities, applications, and references are provided in Hyman et al. (2015a).  

 

Figure 7-1 outlines the dfnWorks Workflow. Network generation is performed using DFNGEN (top row). 

The feature rejection algorithm for meshing (FRAM) is used to construct the network of fractures and the 

LAGRIT meshing toolbox is used to create a conforming Delaunay triangulation of the network. Next, 

DFNFLOW uses PFLOTRAN to resolve the steady-state pressure solution in the DFN. Lagrangian 

transport simulations are performed using DFNTRANS, which determines particles pathlines through the 

network. dfnWorks has capability to output the orientation and aperture of each fracture (if any) in every 

grid block of a user specified regular orthogonal grid based on the generated fracture network. 

  

 
Figure 7-1 dfnWorks Workflow. The input for dfnWorks is a fractured site characterization that provides 

distributions of fracture orientations, radius, and spatial locations. DFNGEN: 1) FRAM - Create DFN: 

Using the fractured site characterization networks are constructed using the feature rejection algorithm for 

meshing. 2) LaGriT - Mesh DFN: The LaGriT meshing toolbox is used to create a conforming Delaunay 

triangulation of the network. 3) DFNFLOW PFLOTRAN- Compute Pressure Solution: The steady-state 

pressure solution in the DFN is obtained using PFLOTRAN. DFNTRANS:  4) Lagrangian Transport 

SimulationA Lagrangian particle tracking method is used to determine pathlines through the network and 

simulate transport. 
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7.2.2 The ECM Approach 

 

The ECM approach used in this study was developed at Sandia National Laboratories. The software, called 

the Fracture Continuum Model, generates stochastic fractured continuum representation of the fracture 

network. It was originally developed for geothermal applications (specifically Enhanced Geothermal 

Systems) in which the matrix has to be included to properly simulate heat transport. The formulation and 

applications of this original approach are described in Kalinina et al. (2014) and Hadgu et al. (2016). 

Additional capabilities were added as a part of this study as described below to match the conceptual 

representations implemented using a DFN approach. 

   

A number of different techniques have been proposed to translate individual fracture properties into a 

continuum model (Jackson et al. (2000), Botros, 2008; McKenna, 2005, Reeves, 2008). The approach 

implemented in this study is an extension of the method described in McKenna and Reeves (2005) and 

Reeves (2008). The approach is based on mapping fracture properties into a continuum model regular grid. 

The x-, y-, and z effective permeability values of a grid block are calculated from the tensor. (Chen, 1999): 
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where kij is the permeability tensor in the i = x, y, z and j = x, y, z directions, b is fracture aperture, d is 

fracture spacing, and n1,2,3 is the unit normal to the fracture plane in the x, y, and z direction, respectively. 

Eq. 7-1 evaluates permeability of all fractures intersecting a grid block, and representing the same fracture 

set. The number of fractures in the grid block is equivalent to L/d, where L is the grid block size and d is 

fracture spacing. 

 

The unit normal components to the fracture plane are defined as: 
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where α is the fracture plunge (900 - dip) and ω is the fracture trend (strike - 900). If there are more than one 

fracture sets, the permeability tensor can be computed by adding the permeability tensors for individual 

fracture sets as shown below:  

 

𝑘𝑖𝑗
∗ = ∑ 𝑘𝑖𝑗

𝑚𝑁
𝑚=1                   (7-3) 

 

where N is the number of fracture sets and kij
m is defined by Eq. 1. The effective porosity of a grid block 

(ni) is calculated as:  

 

𝑛𝑖 =
∑ 𝑉𝑓

𝑉𝑔𝑟
                   (7-4) 

 

and, 

 

𝑉𝑓 = 𝐴𝑓 ∙ 𝑏𝑓                  (7-5) 
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where ∑ 𝑉𝑓is the total volume of all the fractures in the grid block, 𝑉𝑔𝑟 is the volume of the grid block (𝑑𝑥 ∙

𝑑𝑦 ∙ 𝑑𝑧), Af is the fracture area, and bf is the fracture aperture. The fracture area is calculated based on the 

fracture orientation in the grid block. Grid blocks without fractures are assigned matrix permeability and 

matrix porosity values. Consequently, the advective transport in the grid blocks with fracture is only within 

the fraction of the grid block representing the total fracture volume in this block. The transport in the grid 

block without fractures is within the pore volume defined by the matrix porosity.  

 

Different assumptions and conceptual representations of fracture networks can be used to assign fracture 

aperture, spacing, strike, and dip values to each grid block. In the original implementation of the ECM 

approach (Kalinina et al. 2014, Hadgu et al. 2016), Sequential Gaussian Simulation (SGSIM) (Deutsch and 

Journel AG, 1998) was used to create correlated fields to represent fracture shape using anisotropic 

variograms which represent the shape of fracture zones.  Fracture aperture, spacing, and orientation were 

drawn from probability distributions. This method does not provide the exact number of fractures. 

 

For this study, the ECM was extended to use ellipsoids to better match the conceptual representation of 

individual fractures in DFN models.  ELLIPSIM (Deutsch and Journel AG, 1998), a Boolean simulation 

method that produces fields with elliptical shapes, was used to generate fracture properties. The program 

generates ellipsoids of various sizes and anisotropies and places them at random until target proportion of 

the domain is filled with ellipsoids. ELLIPSIM was modified to generate a specified number of ellipses 

(fractures in the fracture set) and to draw the ellipse radius and orientation from specified probability 

distributions. The main conceptual difference between fracture networks generated using ELLIPSIM and 

dfnWorks is related to the fracture network connectivity. The ECM using ELLIPSIM does not guarantee 

the full connectivity of fracture network. This is because the ECM does not check the connectivity of the 

generated fracture network. If some realizations of the observed fracture properties result in not connected 

networks, these networks are not rejected, A capability to import the fracture network generated by 

dfnWorks (i.e. dfnWorks output containing the orientation and aperture of each fracture in every grid block 

of the user-defined regular orthogonal grid) into the ECM was developed to ensure that DFN and ECM 

models have the same  connectivity. The ECM modeling case with the direct input from DFN is further 

referred to as ECM Method 1, while the ECM with ELLIPSIM is referred to as Method 2. Both methods 

use the same set of equations (Eqs. 7-1 to 7-5) to calculate the effective properties of the grid block. The 

methods are described in Section 7.3.2.  

 

7.3 Benchmark Problem 
 

The benchmark problem is constructed to represent the far field of a hypothetical repository in fractured 

crystalline rocks. A three-dimensional domain with dimensions of 1 km x 1 km x1 km is chosen. 

Groundwater flow is represented using a pressure gradient along the x-axis (west to east in the adopted 

coordinate system), with a constant pressure of 1.001 MPa on the west face (x = 0) and a constant pressure 

of 1.0 MPa pressure on the east face (x = 1 km). This represents a pressure gradient of 1.0 Pa/m. The other 

faces are assigned no flow boundary conditions. For simplicity (density and temperature are constant) 

gravity is not included and the pressures are applied to the entire faces. A pulse tracer source is assumed to 

be located along entire west face of the domain. The boundary conditions for transport are outlet (zero 

gradient) on east face and no flux on all the other boundaries. This conceptual representation assumes that 

the hypothetical repository is located outside the modeling domain and the transport boundary condition at 

the west face is defined based on the near field model (release to the accessible environment). These flow 

and boundary conditions have been implemented in both the DFN and ECM.  

 

We do note that the west face transport boundary condition (injection position and mode) could influence 

transport properties. However, without the systemic quantification of these effects for the selected models 
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it is not possible to know the influence of these properties.   The study of these effects is beyond the scope 

of this section.  

 

The fracture networks considered in this study are generic with some generation parameters modified from 

an existing site in crystalline rock (SKB, 2010, table 6-75). The network consists of stochastic fractures, 

whose positions cannot be uniquely determined. The parameters used to generate stochastic realizations of 

this network are provided in Table 7-1. The network is made up of three circular sets The fracture radius is 

defined with a truncated power law distribution as follows: 

  

𝑅 = 𝑅0 ∙ [1 − 𝑢 + 𝑢 ∙ (
𝑅0

𝑅𝑢
)

𝛼
]

−1 𝛼⁄

             (7-6) 

 

Here u is a random number sampled from the continuous uniform distribution on the open interval (0,1), 

𝑅0 is the minimum cutoff radius, 𝑅𝑢 the maximum cutoff radius, and  is a scaling factor, with the 

parameter values shown in Table 1. We set the upper cut off for the fracture networks to 500 meters and 

selected a lower cut off value of 15 meters. The number of fractures in the three sets was set to ensure that 

each generated network connects through the domain. The P32 target values were computed according to 

the methods in Hedin 2008 and are provided in Table 1.  Fracture orientations follow Fisher distribution: 

 

𝑓(𝜃) =
𝜅⋅𝑠𝑖𝑛𝜃∙𝑒𝜅∙𝑐𝑜𝑠𝜃

𝑒𝜅−𝑒−𝜅 ,                (7-7) 

 

where θ is the deviation of the fracture pole orientation from the mean orientation and the parameter κ >0 

is the concentration parameter also given in Table 7-1. Fracture transmissivity, T, is estimated using a power 

law relationship of a correlated transmissivity model (SKB, 2011): 

 

T =  𝛾 ∙ 𝑅ω,                   (7-8) 

 

with parameters =1.6×10-9, = 0.8. Transmissivity depends on fracture size through Eq. 7-8. The fracture 

aperture, b, is correlated to transmissivity using the cubic law relationship (e.g. Witherspoon et al., 1980, 

Adler, 2012) as shown in Eq. 7-9. 

 

𝑇 =
𝑏3

12
 
𝜌𝑔

𝜇
                   (7-9) 

 

In Eq. 7-9,  is water density, g is acceleration due to gravity and  is water viscosity.  
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Table 7-1. Fracture set statistics used in the DFN-ECM comparison.  Note that the 

fracture statistics of NE in the SKB report are now being used for EW. (SKB, 2010, 

Table 6-75) 

 

Fracture 

Set 

Mean 

trend 

(degree) 

Mean 

plunge 

(degree) 

κ a Ru 

(m) 

R0 

(m) 

Number 

of 

fractures 

in 1 km3 

P32 

NS 90 0 22 2.5 500 15 2100 0.0061 

EW 0 0 22 2.7 500 15 2000 0.0049 

HZ 360 90 10 2.4 500 15 2300 0.0073 

 

 

For the model comparison ECM simulations used the PFLOTRAN code for both flow and transport 

(advection-diffusion). DFN simulations used PFLOTRAN for flow. DFN simulations used both particle 

tracking and the ADE for transport. The particle tracking method integrates the trajectory equation using a 

first order (in space and time) predictor correct method. Velocities within each mesh element are determined 

using barycentric interpolation. The particle tracking is purely advective, no diffusion along pathlines is 

considered. A comprehensive description of the particle tracking method is in Makedonska (2015). The 

models were compared using: 1) effective permeability of the simulated fractured domain, and 2) 

breakthrough curves (BTCs) of nonreactive solute transport at the opposite to release (east) face. 

 

7.3.1 Fracture Network Generation for DFN 

 

dfnWorks was used to generate 25 independent realizations of the fracture network defined in Table 7-1. 

Figure 7-2 shows one DFN realization where fractures are colored by their permeability. This realization 

consists of 6,531 fractures, 6,092,806 control volume cells and 12,421,385 triangular elements. 

 

 
 

Figure 7-2 DFN realization where fractures are colored by their permeability. Fracture permeability is 

positively correlated to the fracture radius, i.e., larger fractures have higher permeability values. 
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7.3.2 Fracture Network Generation for ECM 

 

Two methods were used to generate the fracture networks for ECM. In ECM Method 1, the network of 

interconnected fractures generated by dfnWorks is converted into the inputs for ECM. In this case fracture 

data processed by dfnWorks is mapped into a uniformly discretized hexahedral grid for use in ECM. If a 

fracture in the DFN intersects a grid cell in the uniform continuum mesh, then that element of the hex mesh 

is tagged as a fracture element; otherwise the element is a matrix element. The properties of the fractures 

in this element (orientation and aperture) are written in the output file that is then used as an input into 

ECM. ECM uses this input to calculates the effective permeability and porosity of each grid block (Eqs. 7-

1 through 7-5). Matrix cells, those that do not intersect a fracture, are assigned a uniform low value of 

permeability (10-22 m2). Five realizations of the fracture network are produced using this method. An 

example of the permeability and porosity fields is provided in Fig. 3 for one realization. Method 1 preserves 

the fracture network connectivity created in DFN. The remaining conceptual difference between the models 

is in discrete (DFN) versus effective continuum (ECM) representation. For this case comparison of the DFN 

and ECM output is based on calculated effective permeability and breakthrough curves of individual 

realizations. 

  

 
 

Figure 7-3. ECM Method 1 permeability and porosity fields obtained from DFN outputs.  

 

ECM Method 2, is designed to make an indirect comparison between DFN and ECM. In this ECM method 

ELLIPSIM was used to generate 25 realizations of the fracture network, independent of the DFN. This 

method does not guarantee the same fracture network connectivity as the DFN model, which is a major 

difference between these DFN and ECM methods. The fracture set parameters were defined in accordance 

with Table 7-1, with the exception that fracture radius distributions were defined to match the radius 

distribution sampled by DFN. The sampled fracture radius probability distributions generated with DFN 

slightly deviate from the power law distribution. Also, they have larger percent of long fractures than the 

distributions in Table 1 to create connectivity.  ELLIPSIM generates each fracture set separately and then 

combines all fracture sets as shown in Figure 7-4.  For this case comparison of the DFN and ECM is based 

on statistical output of effective permeability and breakthrough curves. 
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Figure 7-4. Example of ECM Method 2 single (top and bottom left) and combined (bottom right) fracture 

sets.  
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7.4 Flow and Transport Modeling 
 

7.4.1 Fluid Flow Simulations 

 

For the DFN and ECM methods, steady state PFLOTRAN simulations were run. The DFN steady-state 

pressure solution is shown in Figure 7-5.  

 

 

 
 

Figure 7-5. Steady state pressure solution, where flow direction is from west (x=0 face) to east (x=1km 

face). 

 

 

For both DFN and ECM approaches the steady state flow field is used to evaluate effective permeability 

for each realization. The effective permeability is calculated using Darcy’s law from the east face flux. 

Table 2 compares the effective permeability values calculated for 5 DFN realizations and 5 corresponding 

ECM Method 1 realization.  The effective permeability values are in good agreement (the average difference 

is 4%) indicating that the ECM reproduced the same flow through the fracture network as the DFN. The 

slight differences are due to the process of conversion of dfnWorks output to ECM continuum 

representation.  These differences reflect the differences between explicit (DFN) and effective (ECM) 

representation of fracture network. Note that the flow through the matrix in the ECM approach was 

negligible because the matrix rock permeability was set equal to 10-22 m2. 

 

Table 7-2. Effective Permeability Values for 5 DFN and ECM Method 1 Realizations. 

 

Realization DFN Effective Permeability 

m2 

ECM Effective Permeability 

m2 

0 3.77E-17 4.60e-17 

1 4.24E-17 3.91e-17 

2 4.28E-17 4.18e-17 

3 3.81E-17 3.62e-17 

4 3.35E-17 3.81e-17 
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The effective permeability values are also calculated for 25 DFN realizations and 25 ECM Method 2 

realizations. This is an indirect comparison case where the ECM fracture characterization is using 

ELLIPSIM, and is independent of the DFN (Section 7.2.2). For this case comparison of DFN and ECM is 

based on statistical output. The DFN effective permeability values have a mean and standard deviation of, 

4.14E-17 m2 and 2.34E-17 m2, respectively. Thus, the mean values are within the standard errors of one 

another. The corresponding values for the ECM method were 3.66E-17 m2 and 1.55e-17 m2, respectively. 

The differences in the mean values are similar to the differences observed for Method 1. Fig. 6 compares 

the calculated effective permeability values using statistical representation. The mode of the distributions 

of the DFN and ECM approaches is the same. The difference is on the high end of the distribution tails. 

This could be related to deviations of the sampled radius distributions in DFN (as described above) from 

the power-law distributions.  

 

 

 
 

Figure 6. Comparison of the effective permeability values calculated with DFN and ECM (Method 2). 

 

 

7.4.2 Transport Simulations 

 

The fluxes from the steady state flows are used to simulate transport of a dissolved, nonreactive tracer 

through the system. The output from the transport simulations is used to calculate normalized breakthrough 

curve (concentration at east face divided by concentration at west face at each time) for each DFN and ECM 

realization. Fig. 7-7 shows the normalized breakthrough curves (BTCs) obtained with particle tracking for 

25 realizations of DFN, where particles are released from fracture edges at west face of the domain and 

followed to the east out-flow face. The mass of each particle is equal, i.e. resident injection is considered 

[Frampton and Cvetkovic 2009, Hyman et al. 2015]. The total travel time is captured when particles leave 

the domain.  2.5x105 particles participated in every BTC for each DFN realization.  Fig. 7-8 shows BTCs 

obtained with advection-diffusion equation (ADE) in PFLOTRAN for the same 25 realizations of DFN.  
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Figure 7-7. BTCs obtained with particle tracking for 25 realizations of DFN. Bold red line represents a 

mean curve over 25 DFN realizations. 

 

 
Figure 7-8. BTCs obtained with PFLOTRAN (Advection-Diffusion for 25 realizations of DFN. Bold line 

is a mean curve over 25 DFN realizations. 
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The fracture network generated with ECM has both, fractures and matrix. To make an adequate comparison 

between the DFN and ECM (exclude the potential impacts from matrix diffusion) the matrix was 

deactivated. 

 

Figure 7-9 shows tracer distributions at the different simulation times for a single realization using ECM 

Method 1 (direct output from DFN). Notice that transport occurs only in fractures, as a result of the 

deactivation of the matrix rock (i.e. no matrix diffusion). 

 

 

 
 

Figure 7-9. Tracer transport results for ECM Method 1 realization 0 after 70 years, 400 years and 105 

years of simulation time (from left to right). 

 

 

Figure 7-10 compares BTCs of 4 ECM and 4 DFN realizations. These four realizations were selected out 

of many for illustration. The BTCs for the three methods show similar trends, although there are differences 

in arrival times. The differences reflect the effects due to grid discretization, fracture characterization 

techniques, and the mathematical representation of transport inherent in the methods. Note that the first 

arrival times for ECM and DFN with particle tracking curves are very similar in three of the four 

realizations. The late times in ECM are delayed and smeared compared to DFN with particle tracking. This 

could be a result of the fracture characterization techniques as well as numerical dispersion in the advection-

diffusion solution. There are differences between the results of the DFN advection-diffusion and DFN with 

particle tracking methods, particularly at early time. Since both methods use the same fracture 

characterization, the differences could be due to numerical dispersion. However, a systematic comparison 

between Lagrangian and Eulerian transport algorithms on DFN that would identify the reason behind the 

discrepancy is beyond the scope of this paper. Tests with the use of very small time steps in the ECM 

simulations did not appreciably change the BTCs.  
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Figure 7-10. Comparison of DFN (Particle Tracking), DFN ADE (Advection-diffusion, PFLOTRAN) 

and ECM (Advection-diffusion, PFLOTRAN) BTCs for four realizations. 

 

 

Figure 7-11 compares the following results: DFN (ADE, PFLOTRAN), DFN (Particle Tracking), ECM 

Method 1 (5 realizations), and ECM Method 2 (25 realizations). ECM Method 1 and Method 2 are described 

in Section 2.2. Comparison of the mean DFN (ADE, PLOTRAN) and ECM Method 2 BTCs indicates that 

the ECM is delayed. The differences are due to the differences in effective permeability, as discussed in 

Section 4.1 (and Figure 7-6), affecting fluid flow. When compared to the mean breakthrough curve of DFN 

with particle tracking, the ECM Method 2 has a better agreement at early time and the DFN (ADE, 

PFLOTRAN) has a better agreement at later times.  
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Figure 7-11. Comparison of BTCs for DFN (ADE, PFLOTRAN) (cyan), ECM Method 2 (green), and 

ECM Method 1 (red). ECM Method1 and Method 2 are described in Section 2.2. 

 

Figure 7-12 demonstrates the effect of matrix diffusion for one of the ECM realizations. Matrix diffusion 

in this context refers to diffusion in the matrix rock within the specified domain. For each grid block the 

matrix rock occupies (1 – porosity) x grid block volume. The early time behavior of the BTCs is very 

similar because the transport is dominated by the transport through the fractures. At later times, the 

differences are significant, due to the slow release of the tracer from the matrix back into the fractures after 

the early time peak is gone.  

 
 

Figure 7-12. BTCs with and without matrix diffusion for one of the ECM realizations. 
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7.5 Conclusions 
 

Fracture networks in crystalline rock are very complex systems. The fracture data are inherently spatially 

limited and extrapolating these properties over large volumes of rocks is a challenging problem. While the 

same fracture data are used as input, the resulting fracture networks reflect the differences in the underlying 

assumptions and are affected by the method-specific limitation. In this study, a hypothetical site in 

crystalline rocks with generic fracture properties was used as a test case to compare two different methods, 

DFN and ECM. The comparison was first done using as close DFN and ECM conceptual representations 

as possible. This comparison (DFN versus ECM Method 1) demonstrates the impacts of effective grid block 

properties (e.g. upscaling). The subsequent comparisons (DFN versus ECM Method 2) were done to 

evaluate the effects of connectivity and matrix diffusion. The focus of this study was on comparing the two 

different models. Some aspects, such as the effects due to grid discretization and boundary conditions were 

left for the future study.  

 

The analysis in this work demonstrated that when ECM is constructed using direct upscaling of DFN 

(Method 1) it is capable of reproducing the flow and transport behavior predicted with the DFN. When the 

ECM (i.e. ECM Method 2) fracture network is generated independently of DFN, the differences between 

the BTCs are more pronounced. The ECM BTCs are delayed at later times. This effect can be attributed to 

the differences in the fracture network connectivity. The discrete fracture networks were designed to always 

contain at least one connected path between inflow and outflow boundary so that breakthrough curves could 

be obtained and compared with those obtained using ECM. The ECM paths may have included connected 

fracture grid blocks and connected fracture and matrix grid blocks. In the later conceptual representation, 

the matrix grid blocks can be viewed as the rock with small fractures not included in DFN, such as fractures 

smaller than 15 m in radius in the considered test case.  

 

Finally, matrix diffusion can have a significant impact on transport even when the matrix permeability is 

very low. The early time behavior of the BTCs with and without matrix is similar because the transport is 

dominated by the transport through the fractures. At later times, the differences are significant, due to the 

slow release of the tracer from the matrix back into the fractures.  

 

The following factors should be taken in consideration when selecting an approach most suitable for the 

site-specific conditions:  

- An expected number of fractures in the modeling domain: if the number is large DFN may be 

computationally very challenging due to the explicit meshing on each fracture. For example, in this 

study the DFN model used 6,092,806 control volume cells and 12,421,385 triangular elements in 

one realization, while the ECM used 1,000,000 grid blocks. 

- Fracture network data:  when the fracture network is well mapped and its parameters are well 

characterized, DFN approach may be advantageous because of its ability to explicitly model the 

individual fractures.   

- The properties of the permeability tensor: when the non-diagonal components of the tensor are 

significant, the effective continuum representation may not be accurate because it uses only the 

principal components in x, y, and z. This is due to the limitation of the conventional ground water 

flow solvers. The DFN approach allows for more accurate modeling of anisotropy due to explicit 

representation of fractures while the ECM model can introduce errors due to upscaling assumptions 

made in the analytic derivation. 

 

- Diffusion and sorption: when the groundwater transport is affected by matrix diffusion and 

sorption, an effective continuum approach has an advantage because matrix is the part of the model 

while DFN requires adding matrix diffusion explicitly via other methods. This is also applicable to 

thermal analysis when heat transport through the matrix rock is of importance. 
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- Fracture connectivity: the DFN approach should be used if the small fractures are believed to have 

low importance on flow and transport. The effective continuum approach should be used if the 

small fractures (usually associated with the matrix) may provide additional connectivity.  

Finally, a combination of the two approaches can be considered when wide scales of fractures are involved.  
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8. DISPERSION AND MIXING IN THREE-DIMENSIONAL 

FRACTURE NETWORKS 
 

8.1 Introduction 

 
Fractures and discontinuities are widespread in the subsurface, existing in all types of rocks and at different 

scales, ranging from micro to regional scale [Singhal and Gupta, 2010]. This implies a spatial scaling of 

hydraulic parameters including storage coefficient and hydraulic conductivity [Jim énez-Mart ́ınez et al., 

2013]. In low permeable media, they are the primary regions for the movement of fluids, involving 

processes taking place at multiple length scales. Therefore, fractures and discontinuities are relevant for 

groundwater development [Roques et al., 2016], geothermal energy [Barbier, 2002], nuclear waste 

disposals [Cvetkovic et al., 2004], and unconventional gas production [Hyman et al., 2016a]. However, 

while in some regions one or several families of discontinuities are well identified (e.g., A s̈po  ̈Hard Rock 

Laboratory, [Rh ́en, 1997]), in others, the coexistence of different type of discontinuities such as bedding 

planes, fractures, joints, faults and shear zones, foliation (including cleavage) or dykes makes difficult the 

definition of families. For this reason, fractured media are usually conceptualized and classified in the 

literature as regular (i.e., structured) or disordered (i.e., random) networks. 

 

Discrete Fracture Network (DFN) models have been used from 80’s [Long and Witherspoon, 1985] to 

conceptualize fractured media by representing each fracture individually within a network and resolve flow 

and transport at different scales [Cacas et al., 1990; de Dreuzy et al., 2004; Dreuzy et al., 2012; Dershowitz, 

2014; Erhel et al., 2009; Hyman et al., 2015b; Ji et al., 2011; Mustapha and Mustapha, 2007; Makedonska 

et al., 2016; Pichot et al., 2010, 2012]. The interplay between features and scales can result in flow 

channeling within these networks. Both the structure of a network [Tsang and Neretnieks, 1998; Dreuzy et 

al., 2012] and the spatial variability of aperture within a single fracture [Moreno et al., 1988; Tsang and 

Tsang, 1989; Johnson et al., 2006] can create preferential flow regions. The topology of the network also 

results in variable flow field within fractures even when an assumption of uniform aperture is adopted 

[Hyman et al., 2015b; Makedonska et al., 2016]. de Dreuzy et al. [Dreuzy et al., 2012], using DFN, studied 

the combined effect of fracture scale heterogeneity (i.e., distribution of local apertures) and network 

topology (i.e., fracture length distribution and density) on the flow properties, showing there is a significant 

coupling between flow heterogeneities at the fracture scale and at the network scale. However, when the 

system size is sufficiently larger than the correlation length, this coupling is found to be weak. Therefore, 

fracture apertures, length and density distributions [Dreuzy et al., 2012], and local roughness [Tsang and 

Tsang, 1989], all control flow in fractured rocks, contributing substantially to the spreading of dissolved 

chemicals [Tsang et al., 1996]. 

 

The emergence of anomalous transport (i.e., dispersion), also called non-Fickian or non-Gaussian, i.e., non-

linear scaling with time of the mean-square displacement of solute distributions, is a direct consequence of 

the highly heterogeneous velocity field in this type of systems [Berkowitz and Scher, 1997, 1998; Kang et 

al., 2015, 2017]. The dynamics of fluids or solute mixing -the process that increases the actual volume 

occupied by the solute by smoothing out concentration contrasts [Ottino, 1989; Kitanidis, 1994; Dentz et 

al., 2011] is also controlled by the structural and hydraulic heterogeneity of the network [Kang et al., 2015]. 

 

Transport processes have been studied in regular [Kang et al., 2015], commonly characterized by 

heterogeneity in hydraulic conductivity, and disordered [Berkowitz and Scher, 1997, 1998; Kang et al., 

2017] fracture networks. The impact of interplay between the network heterogeneity and hydraulic 

conductivity heterogeneity on solute dispersion and mixing is still an open question that requires a three 

dimensional fracture network model capable of resolving the multiple length scales within a fracture 

network. The smallest scale in these networks is along fracture intersections/traces (quasi 1D elements, 

lines). In these regions, mixing models in 2D, e.g., streamline routing or complete mixing, have been 



Spent Fuel Disposition in Crystalline Rocks 

116  September 2017 

proposed and their influence on upscaled transport behavior quantified [Kang et al., 2015]. However, in 3D 

the existence of a hydraulic head distribution along the intersection allows local fluid circulation [Park et 

al., 2003; Hyman et al., 2015a], with the subsequent impact on fluids and solute mixing. At a slightly larger 

scale there are the fractures themselves, (quasi 2D elements, planes), where variable aperture, boundary 

conditions (i.e., locations of inflow and outflow fractures), and stress [Kang et al., 2016], can lead to flow 

channelization that increases fluids and solute mixing [Johnson et al., 2006]. Then, there is the scale of the 

entire fracture network level (3D), where the fracture orientation [Rubin and Buddemeier, 1996], density 

[Huseby et al., 2001], and network connectivity are the principal controls on solute dispersion and mixing. 

 

We focus on the two largest scales (network and fracture scale) within a structured and a disordered three 

dimensional fracture networks. We simulate flow and transport through these networks with varying 

degrees of hydraulic heterogeneity. The structured network is composed of square fractures drawn from 

three families whose mean orientations are orthogonal to one another and are aligned with the primary 

Cartesian directions. The disordered network is composed of the same sized square fractures whose 

orientations are uniformly random. The density and surface areas of the two networks are the same for a 

fair comparison. We introduce hydraulic heterogeneity by setting fracture permeabilities to be constant or 

drawn from log normally distributions with variance of 0.5 and 1.0, i.e., moderate degrees of heterogeneity. 

We compute a measure of disorder in fracture networks that integrates topological, geometric, and hydraulic 

properties, the Shannon entropy of the spectrum of the Laplacian of a weighted graph representation of the 

networks, and provide a first approach to the dispersion within fracture networks. 

 

We represent the spreading of a nonreactive conservative solute by a cloud of passive tracer particles, i.e., 

using a Lagrangian approach. At uniformly spaced control planes we compute the longitudinal dispersion 

and the relative concentration of particles that cross a median plane, a proxy for transverse dispersion. The 

latter provides a first approach to the ’mixing capacity’, but also reactive capacity, i.e., for fluid-fluid 

mixing-driven chemical reactions (fast reactions), depending on the fracture network type (i.e., structured 

or disordered) and the hydraulic heterogeneity of it. 

 

8.2 Flow and Transport within Fracture Networks 

 

We use dfnWorks [Hyman et al., 2015a] to generate each DFN, solve the steady-state flow equations and 

simulate transport therein. dfnWorks combines the feature rejection algorithm for meshing (FRAM) 

[Hyman et al., 2014], the LaGriT meshing toolbox [LaGriT, 2013], the parallelized subsurface flow and 

reactive transport code PFLOTRAN [Lichtner et al., 2015], and an extension of the walkabout particle 

tracking method [Painter et al., 2012; Makedonska et al., 2015]. fram is used to generate three dimensional 

fracture networks and LaGriT is used to create a conforming Delaunay triangulation of the DFN in parallel. 

pflotran is used to numerically integrate the governing equations for pressure. A modification of the 

walkabout particle tracking method is used to determine pathlines through the DFN and simulate solute 

transport. Details of the suite, its abilities, applications, and references for detailed implementation are 

provided in Hyman et al. [2015a]. 

 

8.2.1 Discrete Fracture Networks 

 

We consider two fracture networks both composed of square fractures with length λ in a cuboid domain of 

size 25λ × 10λ × 10λ. Fracture centers are uniformly distributed throughout the domain using a Poisson 

process. The first network is composed of three fracture families with the same target density, P32 = 3 (total 

fracture surface area over domain volume). Mean normal vectors of the families are aligned with the three 

principal axis of Cartesian space. We sample the fracture orientations from the three-dimensional Fisher 

distribution,  
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        (8-1) 

 

where μ is the mean direction vector (T denotes transpose), which can be expressed in terms of spherical 

coordinates, θ and φ, and κ ≥ 0 is the concentration parameter that determines the degree of clustering 

around the mean direction. Values of κ approaching zero result in a uniform distribution of points on the 

sphere while larger values create points with a small deviation from mean direction. The Fisher distribution 

is sampled using the algorithm provided by Wood [1994]. In the first network, we select a κ value of 20. 

We refer to this network as structured due to the lattice like network that is obtained. Orientations in the 

second network are determined by taking the parameters used for the structured network and setting κ = 

0.1, which results in uniformly random orientations. We refer to this network as random. Figure 8-1 shows 

the normal vectors for fractures in the (a) structured network and (b) the random network. Fractures from 

the same families are the same color. Complete generation parameters for the networks are provided in 

Table 8-1. 

 

 

Table 8-1. DFN generation parameters. Parameters of the Fisher distribution for fracture orientation, 

mean trend (), mean plunge (), and the concentration parameter (). Final values of P32 (total fracture 

surface area over domain volume) and number of fractures are also provided. 

 
 

 

Once the network is generated all isolated fractures are removed, which results in slight differences in final 

P32 values and final fracture counts between families. The structured network contains 12303 individual 

fractures that meshed with 37812181 triangles and the random network contains 12956 fractures that are 

meshed with 39120858 triangles. Meshing the networks takes ≈ 1 hour (wall clock) using 32 AMD 

Opteron(TM) Processors 6272 (1.4 GHz) and obtaining steady state pressure solution requires ≈ 1.5 hours 

(wall clock) using the same configurations. One hundred thousand particles are tracked through the domain 

using a single core and takes around 10 hours of wall clock time. On both networks we consider three 

different scenarios in terms of fracture permeabilties. In the baseline case the fracture permeabilties are 

constant and equal between fractures (k = 10−12 m2). We consider two additional cases with moderate 

levels of heterogeneity, in which permeabilties are sampled from a log normal distribution with log variance 

of σ2 = 0.5 and σ2 = 1.0. The mean value of the distributions are equal to the value used in the constant case. 

Fracture permeabilities are constant within each fracture plane, in-fracture variability is not considered. 

Apertures are determined using the cubic law and the fracture permeability. Because all fractures are the 

same size, there is no correlation between fracture-size and transmissivity, which is a common assumption 

in DFN models [Hyman et al., 2016b]. 
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Figure 8-1.  Normal vectors of the fractures in the structured network (a) and random network (b) 

projected onto the surface of the unit sphere. All fractures are the same size. Colors in the structured 

network indicate fracture family. There are three distinct families in the structured network, each with 

mean orientation aligned with one of the primary Cartesian axis. There is variability around the mean 

sampled using a Fisher distribution. The random network has uniformly random fracture orientation. 

 

 

 
 

Figure 8-2. Structured (a-c) and random (d-f) networks with fractures colored by permeability for 

permeability distributions with log variance σ2 = 0.0, σ2 = 0.5, and σ2 = 1.0 (left to right). Colors are 

shown on a logarithmic scale. 

 

  



Spent Fuel Disposition in Crystalline Rocks   

September 2017   119 

 

Figure 8-2 (a)-(c) shows the structured networks for the different permeability distribution: (a) constant 

network, (b) σ2 = 0.5, and (c) σ2 = 1.0. Fractures are colored by permeability plotted on a log scale. Figure 

1-11 (d)-(f) shows the corresponding plots for the random networks. 

 

8.2.2 Flow Equations 

 

We assume that the matrix surrounding the fractures is impervious and there is interaction between flow 

within the fractures and the solid matrix. Within each fracture the flow of a Newtonian fluid, in our case 

water, at low Reynolds numbers is governed by the Darcy equation, 

 

             (8-2) 

 

where q is the Darcy flow rate, ∇P is the pressure gradient, ν is the fluid viscosity, and K is the fracture 

permeability tensor, which we take to be a scalar in this study K = k. We drive flow through the domain by 

applying a pressure difference of 1 MPa across the domain. No flow boundary conditions are applied along 

lateral boundaries. The effects of gravity are not considered in these simulations. These boundary conditions 

along with mass conservation: 

 

              (8-3) 

 

and equation (8-3) are used to form an elliptic partial differential equation for steady-state distribution of 

pressure within the network: 

 

                 (8-4) 

 

Note that while k is uniform in each fracture plane, it does vary between fractures for cases with σ2 > 0.0. 

This variability between fractures is another degree of heterogeneity in the system, in addition to the 

structural differences between the two networks, that effects the pressure solution. Figure 8-3 shows the 

steady-state pressure solution in the structured network (a) and the random network (b) for σ2 = 1.0. The 

resulting pressure and volumetric flow rates are used to determine the velocity field u at every node in the 

conforming Delaunay triangulation throughout each domain using the methods of Painter et al. [2012] and 

Makedonska et al. [2015]. Complete mixing, where the probability of a particle exiting in a given direction 

is proportional to the outgoing flux in that direction, is adopted at fracture intersections [Makedonska et al., 

2015]. 

 

8.2.3 Transport Simulations 

 

We represent the spreading of a nonreactive conservative solute through each DFN by a cloud of indivisible 

passive tracer particles, i.e., using a Lagrangian approach. The use of particle tracking methods allows for 

the investigation direct links between transport properties and the network structure while mitigating issues 

of numerical dispersion that are associated with Eulerian transport simulations. Let Ω denote the set of 

particles with unique initial positions x0. Given a fixed mass M represented by Ω and total area of fractures 

along the inlet plane A, the mass associated with each particle, m(x0), is uniformly distributed across all 

the particles, M: 

 

             (8-5) 



Spent Fuel Disposition in Crystalline Rocks 

120  September 2017 

This initial condition is referred to as uniform or resident injection, as opposed to flux-weighted injection 

[Kreft and Zuber, 1978]. These two initial conditions represent different physical scenarios and have been 

studied in both heterogeneous porous media and fracture networks [Vanderborght et al., 1998; Demmy et 

al., 1999; Gotovac et al., 2009; Frampton and Cvetkovic, 2009; Gotovac et al., 2010; Jankovi ́c and Fiori, 

2010; Hyman et al., 2015b; Kang et al., 2017]. We choose resident (uniform) injection, having the same 

mass (number of particles) per unit of fracture length at the inlet plane, so that variability in the 

concentration profile along the inlet plane depends solely on network structure, not flux profile. This initial 

condition allows us to study the impact of structural and hydraulic heterogeneity on the evolution of 

transport behavior as the plume of particles moves through each network. 

 

8.3 Simulation Results  

 

In this section we first report structural (topological and geometric) and hydrological attributes of 

the fracture networks. Then, we report observations of flow velocities and transport through them. 

  

 

Figure 8-3. Steady-state pressure solution in the structured network (a) and the random network (b), both 

permeability distributions with log variance of σ2 = 1.0. 

 

Figure 8-4. Distribution of fracture connectivity (fracture degree). Values for the structured network are 

shown in blue and values for the random network are shown in red. 
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where we defined v` (` ; x 0 ) = v[t (`); x 0 ].
The arrival t ime ⌧(x0; x 0 ) of a part icle at a cont rol plane

perpendicular to the primary direct ion of flow and at dis-
tance x0 away from the inlet is given by

⌧(x
0
; x 0 ) = t [¯̀(x

0
); x 0 ], ¯̀(x) = inf { `|x(` ; x 0 ) ≥ x

0
} . (10)

2.3.2. B reak t hr ough T imes

The mass represented by a part icle and the breakthrough
t ime at a cont rol plane can be combined to compute the
total solute mass flux  (t , x0) that has broken through a
cont rol plane at x0 at t ime t ,

 (t , x
0
) =

1

M

Z

d⌦m(x 0 )H [t − ⌧(x
0
, x 0 )]. (11)

Here, H (t) is the Heavyside funct ion where H (t) = 1 for
t > 0, and H (t) = 0 otherwise. Equat ion (11) is the in-
tegral form of the cumulat ive dist ribut ion funct ion (CDF)
of solute passing through a cont rol plane. We also con-
sider the complementary cumulat ive dist ribut ion funct ion
(CCDF) 1 −  (t , x), which when plot ted on a log-log scale
can be used to determine power law scaling of the tail of the
 (t , x). The relevant solute flux through this cont rol plane
is

 (t , x
0
) =

d (t , x0)

dt
=

1

M

Z

d⌦m(x 0 )δ[t − ⌧(x
0
, x 0 )], (12)

which is an integral form of the breakthrough curve. Placing
(5) into (12) one obtains the dist ribut ions of t ravel t ime for
our adopted init ial condit ions:

 (t , x
0
) =

1

A

Z

d⌦δ[t − ⌧(x
0
, x 0 )]. (13)

We consider cont rol planes with spacing ∆ x = λ , the frac-
ture size.

2.3.3. D isper sion Quant ifi cat ion

At every cont rol plane we compute the mean squared dis-
placement of the part icle plume t ravel t imes,

σ
2
⌧(x

0
) =

1

A

Z

d⌦
h

⌧(x
0
, x 0 ) − ⌧(x0)

i 2

, (14)

where overbar indicates average over all part icles in a plume.
Taking the derivat ive of (14) with respect to the primary
direct ion of flow @σ2

⌧(x0)/ @x , quant ifies the stability of the
plume as it moves through the domain. I f the bulk of the
plume is relat ively stable, then the values of @σ2

⌧(x0)/ @x ⌧
1, otherwise the plume is st ill growing.

How mass moves t ransversely to the primary direct ion of
flow on the network scale is observed by comput ing the rela-
t ive concent rat ion of mass that crosses a plane in the center
of the domain parallel to the primary direct ion of flow. We
provide an analysis for the median plane aligned with y = 0,
but similar result s are obtained when performing the same
analysis using a plane at z = 0. First , we divide the set of
all pathlines (⌦) into two disjoint sets. The set A contains
all pathlines whose init ial y coordinate is less than zero and
the set B contains all pathlines whose init ial y coordinate is
greater than or equal to zero,

A = { i : x
i
0(y) < 0} and B = { i : x

i
0 (y) ≥ 0} (15)

where x i
0 denotes the init ial posit ion of the i th part icle.

Thus, ⌦ = A [ B and A \ B = ; . The total mass t rav-
eling along all pathlines into the inlet plane is given by

M 0 =

Z

dz

Z

dy

Z

d⌦m(x 0 ). (16)

Using this equat ion we can t rack to the total mass t rans-

ported by pathlines in A and B ,

M 0 =

Z

dz

Z

dy

Z

d⌦m(x 0 )

=

Z

dz

Z

dy

Z

χ A

d⌦m(x 0 ) +

Z

dz

Z

dy

Z

χ B

d⌦m(x 0 )

= M A + M B . (17)

where χA is the indicator funct ion for pathlines in A and

χB is the indicator funct ion for pathlines in B . At a con-

t rol plane at distance x0 from the inlet place, we can com-

pute amount of mass t raveling along pathlines in A that has

crossed the median y plane using

M
+
A (x

0
) =

Z

dz

Z

y ≥ 0

dy

Z

χ A

d⌦m(x
0
, y, z) (18)

Likewise, we can compute a similar value amount of mass

t raveling along pathlines in B that has crossed the median

y plane using

M
−
B (x

0
) =

Z

dz

Z

y < 0

dy

Z

χ B

d⌦m(x
0
, y, z). (19)

Then, the relat ive concret ion that has crossed the median

at each cont rol plane is given by

M
⇤
(x

0
) =

M +
A (x0) + M −

B (x0)

M 0

(20)

3. Simulat ion R esult s

In this sect ion we first report st ructural (topological and

geomet ric) and hydrological at t ributes of the fracture net -

works. Then, we report observat ions of flow velocit ies and

t ransport through them.

F igur e 4. Dist ribut ion of fracture connect ivity (fracture
degree). Values for the st ructured network are shown in
blue and values for the random network are shown in red.
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8.3.1 Network Structure  

 

The two fracture networks, structured and random, have different topological properties, which result from 

the different family structures. We quantify their differences by considering two topological properties, one 

local and one global. Topological characterization is done by constructing a graph representation of each 

network using the method described in Hyman et al. [2017]. For every fracture in the DFN, there is a unique 

node in a graph. If two fractures intersect, then there is an edge in the graph connecting the corresponding 

nodes. Edges are assigned unit weight to isolate topological attributes from other attributes that could be 

considered. All fractures that intersect the inflow plane are connected to a source node and all fractures that 

intersect the outflow plane are connected to a target node. Thus, the graphs are based solely on the topology 

(connectivity) of the networks. We use the NetworkX graph software package [Hagberg et al., 2008] to 

compute topological properties of interest of the graphs.  

 

The local attribute we consider is the number of other fractures that each fracture intersects (i.e., local 

topological heterogeneity), which we refer to as the fracture degree. The distribution of these values for 

both type of networks (i.e., structured and random) is provided in Figure 8-4. The integer median of these 

distributions are 4 for the structured network and 3 for the random network. Thus, a typical fracture in the 

structure network connects to four other fractures while a typical fracture in the random network only 

connects to three other fractures. Moreover, the distribution of the structured network has higher variance 

(2.64) than the random one (2.02). These values indicate that the structured network is slightly more 

connected locally than the random network. 

  

The global (i.e., network-scale heterogeneity) property considered is the node connectivity of the networks, 

which is the number of nodes (fractures) that need to be removed to disconnect the inflow and boundaries. 

This value indicates how well a network is connected with respect to the flow boundaries. The higher the 

value, the more difficult it is to disconnect the inflow and outflow boundaries. The node connectivity is 75 

for the structured and 61 for the random network. These values indicate that the structured network is 

globally better connected than the random network.  

 

Although each fracture is the same shape, a range of length scales exists within the fracture plane due to 

intersections with other fractures. A first order approximation of the transport distances within the fracture 

planes can be obtained by computing the distance between centers of intersections (traces) within fracture 

planes (l). Figure 8-5 (a) shows the distribution of these distances for the structured (blue) and the random 

network (red). The observed distribution of lengths is quite similar, having a mean[m]±variance[m
2
] of 

0.52 ± 0.049 and 0.49 ± 0.044 for the structured and random network, respectively. 

  

Another length scale can be obtained by considering the ratio of the fracture permeability over these 

distances (l
′ 
= k/l). The importance of this length scale can be seen by a change of variables within Darcy’s 

law,  

 

           (8-6) 

 

The ratio ∆P /ν has the dimension of 1/time, so ν /∆P is a characteristic time scale of the system. 

Therefore,  

 

               (8-7) 
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is the distance traveled within a fracture plane in a characteristic time step
′ 
at a given speed. Figure 8-5 (b) 

shows the distribution of l for the structured (blue) and the random network (red) for the three cases 

hydraulic variability we consider: σ
2 

= 0.0 (solid), σ
2 

= 0.5 (dashed), σ
2 

= 1.0 (dotted). The distributions 

for larger values of σ
2 

have wider variance, as expected. The distributions of these in-plane attributes are 

nearly indistinguishable. In all cases, the Kolmogorov-Smirnov test does not reject the null hypothesis that 

two samples are drawn from the same distribution. The similarity of these distributions indicates that at the 

scale of individual fractures the two networks are analogous. 

  

We combine topological, geometric, and hydrological properties to examine the interplay between 

structural and hydraulic heterogeneity with respect to their influence on transport properties through the 

fracture networks. Specifically, we compute the Shannon entropy for each of the networks as a measure 

how easily particles can move about the networks. For this computation, we use a different graph 

representation of each DFN than the one used above. To better include more geometric and hydrological 

information into a graph representation of the networks, nodes in the graph represent intersections between 

two fractures and edges in the graph represent paths between traces along a fracture plane. This mapping 

allows for geometric and hydrological properties to be represented as edges weights in the graph. This 

mapping is similar to those used in pipe-network flow simulations within DFN, e.g., Dershowitz and 

Fidelibus [1999].  

 

We consider four different edge weighting schemes. In the first, the weights are uniform and the graph is 

purely topological, no geometric or hydrological features are included. In the second, we include geometric 

information. Weights are based on the length between intersections and we use a exponential weighting 

scheme where . The value  is the maximum distance trace centroids that can be from one 

to another on a square fracture plane with sides of length λ and acts as a normalization factor. In the third, 

we include hydrological properties by weighting edges based on the fracture permeability using the same 

exponential weighting scheme w = e
−(k0/k)

, where k0 is the minimum permeability in all networks (k0 = 

10
−14 

[m
2

]). Finally, we consider weights that combine geometric and hydrological features, those based 

on l
′ 
= k/l, using the same exponential weighting scheme  where k0 and l are defined 

as above. Using each of these graph representations, we determine the spectrum of the normalized graph 

Laplacian, and then compute the Shannon entropy of it as:  where p(ci) is the 

eigenvalue probability distribution. Values of the Shannon entropy for all networks and weighting schemes 

are provided in Table 8-2. 

  

8.3.2 Velocity Distributions  

 

Figure 8-6 shows the distribution of velocity magnitudes in the structured network (blue) and the random 

network (red) for all three hydraulic cases. Log variance of permeability fields are distinguished by line 

type: σ
2 

= 0.0 (solid), σ
2 

= 0.5 (dashed), σ
2 

= 1.0 (dotted). The distributions exhibit a peak at high velocities 

and then a rapid decay in lower velocities. The random networks have more low velocity regions than the 
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structured networks. The amount of low velocity increases with higher values of σ
2 

in both network 

structures.  

 
  

Figure 8-5. (a) In-fracture length [m] and (b) permeability / in-fracture length [m] distributions. Values 

for the structured (blue) and random (red) networks; log variance of hydraulic conductivity σ2 = 0.5 

(solid line) and σ2 = 1.0 (dashed line). 

 

 

 

 
 

Figure 8-6. Distribution of velocity magnitudes in the structured (blue) and the random (red) network. Log 

variance of permeability fields are distinguished by line type: σ2 = 0.0 (solid), σ2 = 0.5 (dashed), σ2 

(dotted). 
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Table 8-2. Shannon entropy for the fracture networks, structured and random, and three different 

permeability scenarios considered. Entropy is computed using the weighted graph Laplacian with uniform 

weights (1), weights based on distance between traces, l, fracture permeability, k, and their ratio k/l. 

 

 
 

 

8.3.3 Particles Transport  

 

The influence of these low velocity regions is borne witness in the breakthrough times at the outlet plane, 

L = 25λ (Fig. 8-7). Figure 8-7 (a) shows the distributions of breakthrough times. Times have been non-

dimensionalized by the median breakthrough time of particles through the structure network with constant 

permeability (σ
2 

= 0.0). The peak breakthrough is lower and later for the random than the structured 

network for all three σ
2 

cases. Figure 8-7(b) shows the complimentary cumulative distributions of 

breakthrough times. Later breakthrough times are observed in the random networks than their structured 

counterparts. As hydraulic heterogeneity increases, later breakthrough times are observed in both network 

structures. 

 

The evolution of plume spreading in the primary direction of flow is quantified by computing the mean 

squared displacement στ
2 

at equidistant control planes (∆x = λ). The best fits for the spatial evolution of 

στ
2 

are provided in Table 8-3. In all cases, the R
2 

value for the fits was greater than 0.99. These slopes are 

larger for the random than the structured networks, and increase with higher values of σ
2 

. The derivative 

of σ
2 

with respect to primary flow direction ∂στ (x )/∂x is shown in Figure 8-8, where colors and line style 

are the same as in Figure 8-7, to highlight plume growth rates. In all cases, the majority of plume spreading 

occurs prior to the first control plane. Beyond the first control plane, the values of ∂στ
2

(x
′
)/∂x are somewhat 

constant, i.e., στ
2 

increases roughly linearly, as the plume moves through subsequent control planes for all 

cases. Note that the largest value of σ
2 

for the random network shows more substantial fluctuations than 

the other samples and does not follow this trend. The random network has consistently higher values of 

∂στ
2

(x
′
)/∂x than the structured one for the same value of σ

2 
, indicating faster growth of the plume. 
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(a) (b)

F igur e 6. (a) In-fracture length [m] and (b) permeability / in-fracture length [m] dist ribut ions. Values
for the st ructured (blue) and random (red) networks; log variance of hydraulic conduct ivity σ2

ln k = 0.5
(solid line) and σ2

ln k = 1.0 (dashed line).

Table 2. Shannon ent ropy for the fracture networks, st ructured and random, and the three di↵erent permeabilit y
scenarios considered. Ent ropy is computed using the weighted graph Laplacian with uniform weights (1), weights
based on distance between t races, l , fracture permeability, k, and their rat io k/ l .

St ructured Random

Weights 1 l k k/ l 1 l k k/ l

σ2
ln k

= 0.0 2.506 2.857 2.506 2.857 2.580 2.899 2.580 2.899

σ2
ln k

= 0.5 2.506 2.857 2.507 2.857 2.580 2.899 2.580 2.899

σ2
ln k = 1.0 2.506 2.857 2.507 2.857 2.580 2.899 2.580 2.899

Figur e 5. Dist ribut ion of velocity magnitudes in the
st ructured (blue) and the random (red) network. Log
variance of permeability fields are dist inguished by line
type: σ2

ln k = 0.0 (solid), σ2
ln k = 0.5 (dashed), σ2

ln k = 1.0
(dot ted).

3.3. Par t icles Transpor t

The influence of these low velocity regions is borne wit -
ness in the breakthrough t imes at the out let plane, L = 25λ

(Fig. 8). Figure 8 (a) shows the dist ribut ions of break-
through t imes computed using equat ion (13). T imes have
been non-dimensionalized by the median breakthrough t ime
of part icles through thest ructurenetwork with constant per-
meability (σ2

ln k = 0.0). The peak breakthrough is lower and
later for the random than the st ructured network for all
three σ2

ln k cases. Figure 8 (b) shows the complimentary cu-
mulat ive dist ribut ions of breakthrough t imes computed us-
ing equat ion (11). Later breakthrough t imes are observed in
the random networks than their st ructured counterparts. As
hydraulic heterogeneity increases, later breakthrough t imes
are observed in both network st ructures.

The evolut ion of plume spreading in the primary direc-
t ion of flow is quant ified by comput ing the mean squared
displacement σ2

⌧ via equat ion (14) at equidistant cont rol
planes (∆ x = λ ). The best fits for the spat ial evolut ion
of σ2

⌧ are provided in Table 3. In all cases, the R2 value for
the fits was greater than 0.99. These slopes are larger for
the random than the st ructured networks, and increase with
higher values of σ2

ln k . The derivat ive of σ2
⌧ with respect to

primary flow direct ion @σ2
⌧(x0)/ @x is shown in Fig. 7, where

colors and line style are the same as in Fig. 8, to highlight
plume growth rates. In all cases, the majority of plume
spreading occurs prior to the first cont rol plane. Beyond the
first cont rol plane, the values of @σ2

⌧(x0)/ @x are somewhat
constant , i.e., σ2

⌧ increases roughly linearly, as the plume
moves through subsequent cont rol planes for all cases. Note
that the largest value of σ2

ln k for the random network shows
more substant ial fluctuat ions than the other samples and
does not follow this t rend. The random network has con-
sistent ly higher values of @σ2

⌧(x0)/ @x than the st ructured
one for the same value of σ2

ln k , indicat ing faster growth of
the plume. Higher values of σ2

ln k result in higher values of
@σ2

⌧(x0)/ @x in both network st ructures. Addit ionally, and
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Figure 8-7. Breakthrough times at the outlet plane (L = 25λ) for structured (blue) and random (red) 

networks. Log variance of permeability fields are distinguished by line type: σ2 = 0.0 (solid), σ2 = 0.5 

(dashed), σ2 = 1.0 (dotted). Times are non-dimensionalized by the median breakthrough time of structure 

network with log variance σ2 = 0.0. (a) Distributions of breakthrough times. (b) Complimentary 

cumulative breakthrough. 

 

 

Figure 8-8. Derivative of mean squared displacement στ2 of breakthrough times respect to the primary 

direction of flow (plume growth rate). ∂ στ2 (x′ )/∂ x plotted as a function of control plane distance for 

structured (blue) and random (red) network. Log variance of permeability fields are distinguished by line 

type: σ2 = 0.5 (dashed), σ2 = 1.0 (dotted), σ2 = 0.0 (solid). 

 

Particles also disperse through the network in directions transverse to the primary direction of 

flow. Figure 8-9 shows 100 particle pathlines in the randomly oriented network with σ2 = 1.0. The 

pathlines are colored according to particle initial positions. Particles starting on the left side of the 

domain are colored blue and those starting on the right are colored red. Along with the pathlines, 

uniformly spaced control planes normal to the main flow direction are also included. As particles 
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move through the domain, they transition across this median plane, i.e., transverse movement 

within the network. The left side of the image shows snapshots of particle locations at the normal 

control planes. At the inlet plane, particles are divided but by the end of the domain they are mixed 

together. We measure how much of the mass has transitioned across the median plane with distance 

traveled.  

 

Table 8-3. Slope of mean squared displacement (2
) as a function of distance in the primary direction of 

flow (m) and exponent of power law fit to relative concentration (M*) as a function of distance (). 

 

 
 
 

 
 

Figure 8-9. Pathlines of 100 particles in the random network and σ2 = 1.0. The pathlines are colored 

according to particle initial positions: left-blue and right-red. Uniformly spaced [0λ − 25λ] control planes 

(grey) normal to the main flow direction are also included. The left side of the image shows snapshots of 

particle locations at the normal control planes. As particles move through the domain, they transition 

across a median plane. 
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F igur e 9. Pathlines of 100 part icles in the random network and σ2
ln k = 1.0. The pathlines are colored

according to part icle init ial posit ions: left -blue and right -red. Uniformly spaced [0λ − 25λ ] cont rol planes
(grey) normal to the main flow direct ion are also included. The left side of the image shows snapshots of
part icle locat ions at the normal cont rol planes. As part icles move through the domain, they t ransit ion
across a median plane.

mixing di↵usion limited react ions under laminar flow condi-

t ions as it increases the number of part icles that cross the
median plane, and thus the probability to interact with the

other set of part icles, i.e., mixing. Therefore, and for the
similar, in stat ist ical sense, networks studied, the ‘mixing
capacity’, as well as the react ivity (i.e., the quality of being

or the degree to it is react ive), are mainly st ructurally con-
t rolled, being higher for the random than for the st ructured

network.
Di↵erent measures to describe and quant ify solute mixing

in topological complex environments, including porous and
fractured media, have been proposed, between them: scalar

dissipat ion rate, mixing degree or dilut ion index. Dilut ion
index quant ifies dilut ion as the dist ribut ion of solute mass
over a media volume, i.e., volume of the media occupied by
a solute cloud [Kitanidis, 1994]. This met ric is expressed
as the exponent ial of the Shannon ent ropy, computed from
the solute concent rat ion probability dist ribut ion. Ent ropy
has been marginally used to measure spat ial disorder of a
permeability field and it s cont rol on the flow (e.g., Jour-
nel and Deutsch [1993]). The ent ropy computed from the
eigenvalue probability dist ribut ion provide a measure of the
‘mixing capacity’ of the system (e.g, Jiménez-Mart ı́nez and
Negre [2017]). The random network presents higher ent ropy
values than st ructured one for all of weight ing schemes con-



Spent Fuel Disposition in Crystalline Rocks   

September 2017   127 

 

8.4 Discussion 

 
By a number of measures, the two fracture networks studied, structured and random, are very similar. This, 

along with the same boundary and initial conditions, allows for a systematic and quantitative comparison 

between them, as well as address the impact of the interplay between structural and hydraulic heterogeneity 

on the solute dispersion and mixing.  

 

8.4.1 Structural Control  

 

Differences in transport behavior within the two networks for the same value of σ
2 

are the result of 

differences in their network scale (i.e., macro-scale) structure. This conclusion is supported by the following 

observations. First, the networks were designed to be analogous at the scale of individual fractures. They 

are composed by equal sized fractures whose centroids are uniformly distributed throughout the domain 

and have similar values of total fracture surface area (over domain volume) and density. Second, their 

hydraulic properties are statistically indistinguishable, aving either the same permeabilities on every 

fracture or the fracture permeabilites are drawn from the same distribution. Distributions of distances 

between trace centroids are similar (Fig. 8-7 (a)) and the distributions of the length scale l
′ 

(ratio of 

permeability and distance between centers of fracture plane intersections), which we proposed to establish 

a relationship between structural and hydraulic properties, are also nearly indistinguishable for the same 

values of σ
2 

between the networks (Fig. 8- (b)).  The principal difference between the two networks is the 

orientation of fracture families. In the structured network, the mean orientations of the three fracture 

families are orthogonal to one another and are aligned with the primary Cartesian directions. Therefore, 

two of the three families in the structured network contain fractures that are aligned with the principal 

direction of flow and provide little resistance to flow and transport. In contrast, the disordered network is 

composed of the same sized square fractures whose orientations are uniformly random and provide no 

preferred direction or resistance to flow. This difference between orientations also resulted in networks with 

different connectivity properties. The two measures proposed for connectivity, fracture degree and node 

connectivity, indicate that structured network is better connected local and globally respectively than the 

random counterpart. Thus in addition to providing less resistance in the direction of flow, it is easier for 

transport to pass between fractures in the structured network.  

 

The fracture degree (i.e., the number of fractures each fracture intersects) corresponds to the coordination 

value a global topological characteristic for the entire fractured network in percolation theory. Karrer et al. 
[2014] showed that percolation threshold ρc a critical probability below which the connections are too 

sparse to form a pathway through a sample leading to an interrupted macroscopic flow and transport is 

given by ρc = 1/(fracture degree − 1). This definition of percolation threshold, originally proposed for sparse 

networks (treelike network), has been found to be accurate for denser networks (many short loops) as well 
[Jim ́enez-Mart ́ınez and Negre, 2017]. ρc was 0.333 and 0.500 for structured and random network, 

respectively; while the theoretical ρc for 3D systems is 0.312. The smaller average fracture degree of the 

random network, results in a percolation threshold that is similar to a well-connected 2D systems (0.590) 

[Berkowitz and Balberg, 1993]. Although the obtained percolation threshold is subject to uncertainty, it 

does confirm that structured network is better connected globally.  

 

8.4.2 Spreading  

 

The structured network shows a narrower distribution of velocities than the random network for all log 

variance values considered. In general, the random network displays wider variance in the velocity field 

distribution, in which low velocities regions coexist with connected preferential paths where velocities are 

high. This variance is also controlled by σ2. In contrast to 2D DFN simulations, dead-end fractures, those 
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with fracture degree of one, are not no-flow regions. Gradients can exist along the single intersection on a 

dead-end fracture and create low velocity flow cells within the dead-end fractures. Thus, recirculation 

regions exist within in dead-end fractures and these flow cells have been shown to contribute to delays in 

the particle transport, i.e., particle residence times are increased [Park et al., 2003]. This effect is less 

pronounced in the structured network due to the higher average fracture degree and wider variance of it, as 

well as the higher network-scale connectivity.  

 

Higher values of σ
2 

result in more longitudinal dispersion in both networks. However, the faster first arrival 

times in the structured network and a lower and later breakthrough peak in the random networks for all 

three σ
2 

cases, indicate that the larger longitudinal dispersion in the particle plume is mainly structurally 

controlled. Similar conclusions have been recently reached in porous media, having higher variance of the 

solutes arrival times in spatially disordered than more orderly conductivity fields, while in the last case 

higher skewed distributions, as for higher σ
2 

, have been reported [Bianchi and Pedretti, 2017]. Reported 

values of στ
2 

increase rapidly through the first few control planes. This early spreading is related with the 

type of injection. For uniform injection, particles are uniformly injected across the injection section (lines 

that correspond to the intersection of the fractures with the control plane at x = 0 or 0λ) and a relative large 

number of particles are released at positions with low flux values. The result is an initially super-dispersive 

system in all cases (e.g., Kang et al. [2017]). Higher values of σ
2 

result in higher values of στ in both 

network structures. The systematically higher values of σ
2 

for the random network, independent of σ
2 

highlights that network structure controls macro-scale dispersion. However, as the plume moves through 

the domain the values of στ
2 

increase at a lower rate. That rate is roughly the same for the structured 

network but varies with the σ
2 

for the random network. This last observation indicates the more relevant 

role that hydraulic properties play in the random network than in the structured system, i.e., widening the 

velocity distribution and enhancing the creation of preferential paths and low velocity regions. 

  

8.4.3 Transverse Dispersion: Mixing Capacity  

 

Transverse dispersion provides a first approach to the mixing and reactive capacity of the system, i.e., for 

fluid-fluid mixing-driven chemical reactions (fast reactions). The relative concentration, M
∗
, or transverse 

movement within the network, i.e., particles crossing median plane, was systematically higher in the 

random network. This indicates that structural heterogeneity plays a major role in controlling transverse 

dispersion (e.g., Rubin and Buddemeier [1996]), and therefore on mixing. In general, the influence of 

hydraulic heterogeneity is less pronounced here than in the longitudinal direction. However, for the 

structured network, larger transverse dispersion above certain threshold in σ
2 

(i.e., σ
2 

= 1.0) is observed, 

being heterogeneity in hydraulic properties the main control on traverse dispersion. M
∗
, as for στ

2 
, 

increases with similar rate as the plume moves through the domain (i.e., with distance): slightly decreasing 

and increasing with σ
2 

for the structured and random network, respectively.  In 3D fracture networks, the 

combination of divergence-free flow fields and gradients along fracture intersections contribute to the 

redistribution of the solute particles. As in porous media (e.g., Willingham et al. [2010]), streamline 

convergence in flow focusing zones compresses transverse concentration, while streamline divergence after 

flow focusing zones expands it. This is an important mechanism for mixing diffusion limited reactions 

under laminar flow conditions as it increases the number of particles that cross the median plane, and thus 

the probability to interact with the other set of particles, i.e., mixing. Therefore, and for the similar, in 

statistical sense, networks studied, the ‘mixing capacity’, as well as the reactivity (i.e., the quality of being 
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or the degree to it is reactive), are mainly structurally controlled, being higher for the random than for the 

structured network. 

  

Different measures to describe and quantify solute mixing in topological complex environments, including 

porous and fractured media, have been proposed, between them: scalar dissipation rate, mixing degree or 

dilution index. Dilution index quantifies dilution as the distribution of solute mass over a media volume, 

i.e., volume of the media occupied by a solute cloud. This metric is expressed as the exponential of the 

Shannon entropy, computed from the solute concentration probability distribution. Entropy has been 

marginally used to measure spatial disorder of a permeability field and its control on the flow (e.g., Journel 

and Deutsch [1993]). The entropy computed from the eigenvalue probability distribution provide a measure 

of the ‘mixing capacity’ of the system (e.g, Jim ́enez-Mart ́ınez and Negre [2017]). The random network 

presents higher entropy values than structured one for all of weighting schemes considered (Table 8-2). 

Therefore, the random network has, a priori, a higher ‘mixing capacity’. Compared to the structured 

network, particles experienced a larger number of heterogeneity transitions in the random network, which 

promote mixing (e.g., Bianchi and Pedretti [2017]). Interestingly, for a same network and different values 

of σ
2
, weighting by the permeability (k) has little effect on the entropy (differences are observed at 4 

significant figures), indicating that topology, i.e., macro structure, is the dominant control in the spectrum 

of the graph. This connection between higher values of network entropy with higher dispersion and mixing 

capacity underscores that the network structure is a dominant force controlling transport properties within 

fracture media. 

 

8.5 Solute Transport Modeling for Swedish Long-Term Diffusion Experiments  
 

LTDE (Long Term Sorption Diffusion Experiments) have been conducted in Sweden and focused on tracer 

transport in the stagnant pore water of the rock matrix. In the in situ experiment, a cocktail of both sorbing 

and non-sorbing tracers was allowed to contact a natural fracture surface, as well as the unaltered rock 

matrix, for a time period of 200 days.  Analyzing the shape of the tracer penetration profiles observed in 

the experiment and comparing it to the predicted general shape of a 1D diffusion model, vastly different 

behavior was observed for the natural fracture surfaces and for the unaltered rock matrix. Figure 8-10 shows 

the measured experimental shapes of Cs penetration profile (symbols) and modeled penetration profile 

(dashed line). In order to understand the differences in the behavior, certain features of the samples and 

processes that are not included in the modeling should be considered. 

 

 

 
 

Figure 8-10. The measured experimental shapes of Cs penetration profile (symbols) do not satisfy 

modeled penetration profile (dashed line). 
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Our study focuses on understanding how micro fractures, which provide faster transport paths, affect the 

penetration profile. The micro fractures were observed in different slices of the sample core. Several slices 

of the individual cores had micro fractures that were fresh and consequently they were likely newly formed, 

i.e. induced by drilling or stress release. The surface of micro fractures forms an external damage layer of 

the sample, while the inner core (center of the sample) represents unaltered matrix rock. Porosity 

measurements indicate no major porosity variance within the unaltered matrix rock samples, and an 

increased porosity is found in fractured material samples. Moreover, a strongly heterogeneous porosity 

distribution is found in fracture mineralization and altered rock.  

 

A Discrete Fracture Network (DFN) model is used to investigate, how the thickness of fractured layer 

affects the penetration profile of tracer driven by pure diffusion. The dfnWorks software, based on DFN 

model and recently developed at LANL, was successfully applied to subsurface flow and transport 

simulations in multiple tasks, such as underground contamination study, CO2 sequestration, prediction of 

natural gas production in reservoir modeling (Hyman et al. 2015).   Here, dfnWorks is applied to micro 

fracture modeling for the first time.  

 

In the DFN modelling approach, the transport through fracture networks, where fractures are planar 

polygons that intersect each other in a 3D simulation domain, is usually used to simulate advection through 

fractured rock. Diffusion into the matrix is usually ignored in the DFN approach. In order to include 

diffusion into the rock matrix, a new method of mapping of DFN onto a high-resolution continuum mesh 

is developed. This new capability is used to study the effect of micro fractures on diffusive transport. 

 

8.5.1  Methodology 

 

Input DFN parameters 

 

A DFN is generated according to Äspö characteristics for the fracture data, with slight modifications for 

micro-structure modeling: 

 

 Domain size is 5cm  5cm  5cm; total volume 125cm3. 

 All fractures size follows a power law distribution, where smallest fracture length is 1 mm and 

longest fracture length is 1 cm. 

 All fractures in the DFN are connected and provide a connected path through fractures for transport. 

 

The DFN input parameters used are shown in Table 8-4. 
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                                     Table 8-4. DFN input parameters 

 

 

 

 

 

 

 

 

 

 

 

A DFN realization, generated based on parameters presented in Table 8-4 is shown on Figure 8-11. Every 

fracture is indicated by its own color. Fractures represented as two-dimensional polygons, are located in 

the three-dimensional domain and intersect each other forming one big cluster of the fracture network. 

Initially, fractures are generated and placed randomly into the domain, and then a connectivity check is 

performed and all the isolated fractures or isolated clusters are removed. This way, the remaining fracture 

network guarantees a connected path for transport from the in-flow boundary face to out-flow boundary 

face. 

 

   

 

 

 

 

Figure 8-11. The example of DFN realization, generated according to micro fracture parameters (Table 1-

6). 

  

Set Trend Plunge Kapp

a 

R
Min

 R
Max

 Alpha P
32

 

1 280 20 10 0.0005 0.005 2.6 750 

2 20 10 15 0.0005 0.005 2.6 1000 

3 120 50 10 0.0005 0.005 2.6 500 
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Conceptual approach of mapping a fracture network onto a continuum model 

 

In the current model fractures represent porous paths between grains. In order to include the diffusion 

process between fracture surface and grains, the generated DFN (e.g., Figure 8-11) is mapped onto a 

continuum mesh (Figure 8-12). Each voxel has a dimension of 0.2 mm3, which is 5 times smaller than the 

shortest fracture length.  The obtained continuum mesh consists of 250 x 250 x 250 hexagonal units.  

 

 

 

 
Figure 8-12. Slice of the obtained continuum mesh with mapped fracture network. 

 

 

During the mapping process, the position of each voxel is matched to the fracture network. If the fracture 

crosses the voxel, then voxel is assigned fracture parameters. Otherwise, the matrix rock characteristics are 

given to the cell. The main parameter that is being translated from DFN to continuum is porosity. Porosity 

of fracture cells varies from 0.05 to 0.005 depending on fracture size, while rock matrix cell porosity is 

0.003, as measured in the experiment. Figure 8-13 shows the example of mapped DFN into continuum, 

where colors represent the cell porosity. 
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Figure 8-13. Example of a DFN mapped onto a continuum mesh. Colors represent cell’s porosity. 

Fracture porosity vary from 0.05 to 0.005, rock matrix porosity is 0.003. 

 

 

Model setup 

 

The thickness of the fractured coating on the sample can be different and the damaged surface thickness 

can vary. In our model we consider 7 different variations in 50 mm intervals between the external surface 

and the sample center: from 10 mm to 40 mm with a step of 5 mm, moving from surface to the center.  The 

center of the sample remains the unaltered rock with porosity 0.003. Figure 8-14schematically shows the 

setup of the model. 

 

 

 
 

Figure 8-14. Schematic representation of the model with different variations of damage zone thickness. 
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Figure 8-15 shows an average porosity calculated at horizontal plane with a 2 mm step from fracture surface 

to sample center for each considered case. The average porosity at the fractured layer varies between 0.0045 

and 0.0063, while rock matrix porosity remains 0.003. 

 

 
Figure 8-15. An average porosity calculated at horizontal planes from sample surface to sample center 

with 2 mm step for each considered case of damage zone thickness. 

 

The massively parallel multi-physics code, PFLOTRAN (Lichtner et al. 2015), is used to simulate pure 

diffusion of tracer from top to bottom, from fractured surface to sample center. Dirichlet boundary 

conditions are applied to the top surface; we assume zero gradient boundary condition at the bottom in that 

the tracer cannot go through the bottom face, which is the sample center.   

 

8.5.2 Results 

 

Figures 8-16 and 8-17 show the tracer penetration at 200 days of diffusion simulations in case of 10 mm 

and 40 mm of fractured surface, respectively. The heterogeneity of tracer movement is clearly observed at 

fractured layers due the presence of micro fractures and the difference in porosities, even though only 

diffusion is considered in these simulations. 
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Figure 8-16. The tracer penetration at 200 days of diffusion simulation. Fractured surface thickness is 

10mm.  

 
Figure 8-17. The tracer penetration at 200 days of diffusion simulation. Fractured surface thickness is 

40mm.  
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Figure 8-18. Penetration profile of tracer concentration in 200 days of diffusion simulations.  

 

 

Figure 8-18 shows penetration profile of tracer driven by diffusion for 200 days. The combination of both, 

fractured layer and unaltered rock matrix, results in different behavior than was observed in the previous 

diffusion simulations. As fractured layer increases, the concentration is lower at the same depth due to 

porosity increase at the damage surface. The behavior of the system shows better qualitative agreement to 

the experiments compared to the 1D diffusion simulation where heterogeneity due to micro fractures was 

not considered.  

 

The results emphasize the importance of including heterogeneity into the simulation process.  Micro 

fractured surface contributes to initial fast decrease of concentration followed by a slower penetration as 

tracer gets into homogeneous medium. 

 

  

8.6 Conclusions  

 
Heterogeneity exists at many length scales within fractured media. We designed two synthetic networks to 

isolate the influence of structure and disorder at the macro-scale and then compare its importance relative 

to moderate levels of hydraulic heterogeneity. The networks were constructed to be analogous at the scale 

of individual fractures, most macro-scale properties, and hydraulic properties. The random network was 

designed to be a disordered network where fractures were not aligned with any direction. This construction 

resulted in lower values of connectivity compared to a structured network, which could be linked to more 

variation in transport behavior. We proposed and used the Shannon entropy of the fracture network, which 

can integrate topological, geometric, and hydraulic properties, to provide a qualitative idea of which system 

going to disperse or mix more even though it is not sufficient to characterize transport behavior. 

  

The primary findings of our study are the following:  

 

•  For moderate levels of hydraulic heterogeneity, fracture network structure is the principal 
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control on transport times and dispersion within fracture networks.  

•  The less mechanical dispersion observed in the structured network appeared to be linked to the 

higher levels of connectivity than in the poorly connected random network.  

 

As hydraulic heterogeneity increased, both longitudinal and traverse dispersion also increased. 

  

•  The influence of the interplay between structural and hydraulic heterogeneity is nonlinear; 

increased hydraulic heterogeneity for the random network resulted in more dispersion than for 

the structured network.  

•  The higher Shannon entropy of the spectrum of the normalized graph Laplacian, a measure of 

the disorder in the network, was linked to more disperse transport and higher mixing capacity.  

 

Beyond the fact that heterogeneities at different scales imply a spatial scaling of hydraulic parameters (i.e., 

storage coefficient and hydraulic conductivity), the non-inclusion of some of heterogeneity families could 

suppose changing from a random to a structural network, with the subsequent implications for transport 

and mixing as shown in this work. Therefore, geological characterization (planes) at all scales (from 

foliation to large-scale fractures), including laboratory (e.g., cores) and field (e.g., well logs, cartography) 

work, are essential at the time to propose an equivalent system from DFN. Below the scale of individual 

fractures there are more levels of heterogeneity to consider, e.g., in-fracture aperture variability and mixing 

rules along intersects. The influence of these features will be the focus of subsequent studies.  
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9.  FRACTURE DATA ANALYSIS AND PRELIMINARY MODELING 

FOR MIZUNAMI SITE 
 

Through the Development of Coupled Models and their Validation against Experiments (DECOVALEX-

2019) project, we have obtained a comprehensive set of hydrologic and chemical data from a research 

tunnel at the Japan Atomic Energy Agency (JAEA) Mizunami Underground Research Laboratory (MIU). 

In this section, we show how to develop a general workflow or methodology to synthesize these data into 

a flow and transport model. This work was carried out for Task C of DECOVALEX 2019 - Groundwater 

Recovery Experiment in Tunnel (GREET). The data obtained from the experiments in a research tunnel 

located at 500 m depth, at the MIU. The main aim of GREET is to understand the hydrological-mechanical-

chemical environment in the vicinity of the research laboratory. One of the objectives of Task C, Step 1, is 

to establish modeling methods and tools for analysis of excavation of the tunnel. Fracture data analysis and 

preliminary modeling analysis were carried out at Sandia National Laboratories as part of Task C, Step 1. 

The fracture data analysis utilized fracture data collected in the research tunnel and monitoring borehole 

12MI33. A discrete fracture model was developed based on fracture orientation, size and intensity derived 

from the fracture data analysis. The discrete model was upscaled to an effective continuum model to be 

used in flow and transport simulations. Section 9.1 provides details of the fracture analysis. The preliminary 

modeling analysis also used project data to construct a simulation model to predict inflow into the inclined 

drift and the Closure Test Drift (CTD) during excavation. The modeling analysis also predicts pressure and 

chloride concentration histories at observation points. The modeling analysis is described in Section 9.2. 

For both fracture model development and modeling analysis data from JAEA were used. 

 

9.1  Fracture Data Analysis and Fracture Model Development  
 

9.1.1  Introduction 

 

The major goal of this study was developing fracture model of the granite rocks for the area surrounding 

the MIU Research tunnel at 500 m depth. The fracture model is needed for simulation of hydrogeologic 

and geochemical conditions in the various experiments being conducted in the research tunnel as a part of 

GREET project. 

  

The modeling domain is 100x150x100m with the main experimental part of the tunnel, Closure Test Drift 

(CTD), located approximately in the center. The majority of model is within the lower sparsely fractured 

domain (LSFD) of the Toki granite. Figure 9-1-1 shows the modeling domain, the research tunnel (CTD 

and Inclined Drift), the horizontal monitoring borehole 12MI33 (with 6 test intervals), and the vertical 

exploratory borehole MIZ-1 (only 2 test intervals are inside the modeling domain).  
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Figure 9-1-1. Modeling Domain and Location of Research Tunnel and Boreholes. 

 

 

The following data were used in the fracture analysis: 

 

- Fractures traces on the walls of CTD, Inclined Drift, and Access Drift. Note that Access drift 

fracture data were used in the analysis even though this drift is outside the modeling domain.   

- Fractures observed in borehole 12MI33. 

- Packer test data in 6 test intervals of 12MI33 and 2 test intervals of borehole MIZ-1. 

- Measured inflow into the research drift.  

 

The goal of the fracture analysis was to estimate fracture orientation, size and intensity and use these 

estimates to develop discrete fracture model (DFN). The DFN model is then converted to an equivalent 

continuum model with the grid cell size 1x1x1 m (1,500,000 grid blocks) using Oda’s method (Golder, 

2017). Multiple realizations of DFN and corresponding equivalent continuum model will be used to 

simulate groundwater flow and transport in vicinity of the research tunnel. The developing of DFN is 

demonstrated using one realization as an example. Fracman (Golder software, Golder, 2017) was used to 

develop the model. 

   

9.1.2  Generating Fractures Using Research Tunnel Fracture Trace Data 

 

2,023 fractures were observed on the wall of the research tunnel. Figure 9-1-2 shows the observed fracture 

traces and location of monitoring points in borehole 12MI33. The fracture trace data include trace segment 

coordinates, length, dip, strike, alteration (if any), and flow range (if any). If alteration was observed, the 
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filling was described using the following categories: carbonate; chlorite and/or sericite; and unconsolidated 

clayey fillings including smectite.  

 

 

 
 

Figure 9-1-2. Observed Fracture Traces in the Research Tunnel and Location of Monitoring Points in 

Borehole 12MI33. 

 

 

It was assumed that the fractures that did not exhibit any flow discharge are either closed fractures or small 

fractures not connected to the fracture network. There are 146 fractures (7.2%) with the observed flow 

discharge. They are characterized in the original data set based on the flow range as “flow” (F) fractures 

(>1L/min), “drop” (D) fractures (>0.1L/min), and “wet” (W) (<0.1L/min) fractures. These fractures were 

selected for the analysis and fracture model development (Table 9-1-1). The trace data were imported into 

the model and are shown in Figure 9-1-3. 

 

 

Table 9-1-1. Research Tunnel Fractures Included in the Fracture Analysis. 

 

Research Tunnel 

Area 

F-Fractures  

(flow>1.0 L/min) 
D-Fractures 

(flow>0.1 L/min) 
W-Fractures 

(flow<0.1 L/min) 
All Fractures 

with Flow 

CTD 4 15 3 22 

Inclined Drift 14 42 N/A 56 

Access Drift N/A 65 3 68 

Total 18 122 6 146 
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Note: F-fractures are shown in blue; D-fractures are shown in green; and W-fractures are shown in red color. 

 

Figure 9-1-3. Traces of the Fractures Included in the Analysis on the Research Tunnel Walls. 

 

 

The observed fracture traces can be used to generate each individual fracture. The dip direction and dip 

angle of the fracture are derived from the plane containing the fracture traces. Thus, the location of the 

fracture plane center and its orientation is fixed. However, the fracture size and shape are generally not 

known and need to be defined. This analysis assumes that the fractures have circular shape (aspect ratio 

1:1), which is a common assumption of discrete fracture network (DFN) models. 

  

The fracture size was derived from the trace length analysis. It was assumed that the fractures with different 

flow discharges may have different sizes. Consequently, the analysis was conducted separately for F-; D-; 

and W- fractures. Fracman uses algorithm described in Zhang (2002) and La Pointe (2002) to estimate 

fracture size (equivalent radius) from the trace length and offers different probability distributions for fitting 

the data. The power-law and lognormal distributions were considered in this analysis. 

 

The results of the fracture size analysis are shown in Figure 9-1-4 for the power-low and in Figure 9-1-5 

for the lognormal distribution. The distributions of W- and D- fractures are very similar and were combined 

in one. The F- fracture distribution is different from D- and W- fracture distributions. The trace length 

distributions of all sets are best described with the lognormal distribution. The power-law distribution, that 

is often assumed for fracture size, is not a good fit to these data. 

 

The equivalent fracture radius distributions estimated from the trace length data are summarized in Table 

9-1-2. The F- fractures with greater flow rates are also the ones with the larger size. This is consistent with 
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the common concept according to which the fracture parameters that affect the flow (transmissivity and 

aperture) are positively correlated with the fracture radius. 

 

 
Figure 9-1-4. Power-Law Distribution Fit to the Fracture Trace Data. 

 
Figure 9-1-5. Lognormal Distribution Fit to the Fracture Trace Data. 
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Table 9-1-2. Equivalent Fracture Radius Distribution Parameters. 

 

Fracture Set 

Distribution 

Type 
Mean/Minimum  

Radius (m) 

Standard  

Deviation/Expon

ent 

D- and W-Fractures   Lognormal 1.42 1.29 

F-Fractures Lognormal 3.88 2.15 

D- and W-Fractures   Power-Law 1.5 3.4 

F-Fractures Power-Law 3.3 3.9 

 

 

 

146 fractures were generated in the Research Tunnel using the lognormal distributions defined in Table 

9.1.2 for the equivalent fracture radius (either F- or W- and D- depending on the fracture type). Note that 

the size of fractures will vary from realization to realization. Figure 9.1.6 shows the generated fractures for 

one realization.  

 

 

 
Note: F-fractures are shown in blue; D-fractures are shown in green; and -fractures are shown in red color. 

 

Figure 9-1-6. Fracture Generated in the Research Tunnel. 
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The remaining fracture parameters that have to be defined for DFN are fracture hydraulic conductivity (or 

permeability) and fracture aperture. Very few data are available on fracture aperture. Even when fracture 

aperture is reported, it seems to apply only to the surface of the tunnel or borehole walls. The values are too 

large (1 mm or greater) to be representative of the conditions within the rock mass. The fracture aperture 

values typical for granite rocks are in the order of tenths to hundreds micron, with the exception of the large 

fractures in fault zones.  

 

The hydraulic conductivity kint was derived from the transmissivity evaluated in the packer tests Tint as: 

 

                                                                          𝑘𝑖𝑛𝑡 =
𝑇𝑖𝑛𝑡

𝑙𝑖𝑛𝑡
           ,                                               (9.1.1) 

 

where lint is the length of the test interval. 

 

Tint measured in these tests represents the transmissivity of the test interval. A test interval may intersect 

different types of fractures with different connections to the fracture network. These fractures may have 

different size, hydraulic conductivity, and aperture. Thus, the interval transmissivity and hydraulic 

conductivity values cannot be easily converted to fracture transmissivity and hydraulic conductivity. Same 

principle applies to the observed inflow into the tunnel. 

  

This analysis uses all available data in combination with the discrete fractures generated in the tunnel and 

borehole 12MI33 to evaluate fracture transmissivity. The initial evaluation of fracture transmissivity is 

based on the observed range of flow through the different types of fracture. The analytical solution for the 

unit inflow (Q) into a circular tunnel with radius r located at depth h (Butscher, 2012) is:  

 

                                                         𝑄 =
2𝜋𝑘(𝐴+𝐻)

ln (
ℎ

𝑟
+√ℎ2

𝑟2−1

       ,                                                    (9.1.2) 

 

𝐴 = ℎ(1 − 𝛼2)/(1 + 𝛼2) and =
1

𝑟
(ℎ − √ℎ2 − 𝑟2 , 

 

where k is the hydraulic conductivity.  

 

The inflow through the fracture (Qfr) with aperture b is: 

 

                                                            𝑄𝑓𝑟 = 𝑄 ∙ 𝑏  =  
2𝜋𝑇(𝐴+𝐻)

ln (
ℎ

𝑟
+√ℎ2

𝑟2−1

                                   (9.1.3)   

 

𝑇 = 𝑘 ∙ 𝑏 
 

where T is fracture transmissivity. 

 

Fracture transmissivity T was calculated from Eq. 9.1.3 assuming r= 2.5 m and h=500m. The transmissivity 

of F- fractures (Qfr > 1.0 L/min) is > 3.2*10-8 m2/s, transmissivity of D- fractures (Qfr > 0.1 L/min) is > 

3.2*10-9 m2/s, and the transmissivity of W- fractures (Qfr< 0.1 L/min) is < 3.2*10-9 m2/s. 

  

It was assumed that the inflow into CTD (QCTD) and Inclined Drift (QIncl) can be approximated by the 

following equations: 

 

                                                  𝑄𝐶𝑇𝐷 = 𝑄𝐶𝑇𝐷_𝐹 + 𝑄𝐶𝑇𝐷_𝐷 + 𝑄𝐶𝑇𝐷_𝑊                                   (9.1.4) 
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          𝑄𝐶𝑇𝐷_𝐹 = 1.0
𝐿

𝑚𝑖𝑛
∙ 𝑁𝐹𝐶𝑇𝐷

∙ 𝑐,         𝑄𝐶𝑇𝐷_𝐷 = 0.1
𝐿

𝑚𝑖𝑛
∙ 𝑁𝐷𝐶𝑇𝐷

∙ 𝑐,        𝑄𝐶𝑇𝐷_𝑊 = 0.1
𝐿

𝑚𝑖𝑛
∙ 𝑁𝑊𝐶𝑇𝐷

 

 

                                                  𝑄𝐼𝑛𝑐𝑙 = 𝑄𝐼𝑛𝑐𝑙_𝐹 + 𝑄𝐼𝑛𝑐𝑙_𝐷 + 𝑄𝐼𝑛𝑐𝑙_𝑊                   (9.1.5) 

 

         𝑄𝐼𝑛𝑐𝑙_𝐹 = 1.0
𝐿

𝑚𝑖𝑛
∙ 𝑁𝐹𝐼𝑛𝑐𝑙

∙ 𝑐,         𝑄𝐼𝑛𝑐𝑙_𝐷 = 0.1
𝐿

𝑚𝑖𝑛
∙ 𝑁𝐷𝐼𝑛𝑐𝑙

∙ 𝑐,        𝑄𝐼𝑛𝑐𝑙_𝑊 = 0.1
𝐿

𝑚𝑖𝑛
∙ 𝑁𝑊𝐼𝑛𝑐𝑙

 

 

where NF_CTD and NF_Incl is the number of F-fractures in CTD and Inclined Drift respectively, ND_CTD and 

ND_Incl is the number of D-fractures, NW_CTD and NW_Incl is the number of W-fractures, and c is a constant. 

Introducing c accounts for the fact that the flow through a fracture was express in terms of a value greater 

or smaller than specific limit. The value of c=2.3 was derived by matching the observed inflow into CTD 

and Inclined Drift with the inflow values calculated with Eq. 9.1.4 and 9.1.5.  

 

The Access Drift was not considered because of two reasons: it is outside the modeling domain and it is 

affected by the proximity to the Main Shaft fault and HFUD.  

 

The observed and calculated values are summarized in Table 9.1.3. The fracture transmissivity values that 

correspond to the calculated inflow values are: 7.3*10-8 m2/s (F-fractures), 7.3*10-9 m2/s (D- fractures), and 

3.2*10-9 m2/s (W- fractures).  

 

Table 9-1-3. Comparison of Measured and Calculated Inflow into the Research Tunnel. 

 

Research 

Tunnel Area 

Measured 

Tunnel 

Inflow 

(L/min) 

Number of Fractures Calculated Inflow (L/min) 

F D W F D W Total 

CTD 13 4 15 3 9.2 3.45 0.3 12.95 

Inclined Drift 43 14 42 N/A 32.2 9.66 0 41.86 

 

 

The fracture aperture can be estimated from the cubic law relationship (Snow, 1969) between the 

transmissivity and aperture: 

 

                                                                        𝑇 =
𝑏3

12
 
𝜌𝑔

𝜇
                                                    (9-1-6) 

 

where  is the water density, g is the gravity acceleration and  is the water viscosity.  

 

Assuming ρ=998 kg/m3 and µ=0.001 N s/m2 the calculated aperture values are: 45 micron (F-fractures), 21 

micron (D-fractures), and 16 micron (W-fractures).  

 

The fracture permeability (k) can be calculated as:  

  

                                                                        𝑘 =
𝑏2

12
 
𝜌𝑔

𝜇
                                   (9.1.7) 

 

The calculated fracture permeability values (approximation of mean) are: 1.7x10-10 m2 (F-fractures), 3.6x10-

11 m2 (D-fractures). and 3.5x10-12 m2 (W-fractures).  

 

The following ranges were derived for the fracture parameters: 
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 Fracture transmissivity: 3.2x10-9 – 7.3x10-8 m2/s. 

 Fracture permeability:  3.5x10-12 – 1.7x10-10 m2 

 Fracture aperture: 16 – 45 micron 

 

Note that these ranges apply to the average parameter values.  

 

There is no enough data to develop probability distributions for permeability and aperture. Instead, this 

analysis assumes correlations between the lognormally distributed fracture equivalent radius (R) and 

fracture permeability (k) and aperture (b) in the following form: 

 

                                                                    𝑘 = 𝛾1 ∙ 𝑅𝜔                                                      (9.1.8) 

 

                                                                    𝑏 = 𝛾2 ∙ 𝑅                                                       (9.1.9) 

 

where γ1, γ2, and ω are coefficients. 

 

The coefficients were adjusted to match the calculated inflow into the tunnel with the observed inflow. Eq. 

9.1.3 was used to calculate the inflow through each fracture shown in Figure 9-1-6. Each fracture has 

different radius and, thus, different permeability and aperture (Eq. 9.1.8 and 9.1.9) and different 

transmissivity (Eq. 9.1.6). A good match was obtained with the following coefficient values: 

 

- γ1=1.55x10-12 
- γ2=1.16xE-5 

- ω=2.3 

 

The results of the calculations with these coefficients are summarized in Table 9-1-4. The average 

transmissivity of fracture is 2.5x10-8 m2/s. This falls into the estimated transmissivity range 3.2x10-9 – 

7.3x10-8 m2/s. 

 

Table 9-1-4. Comparison of Calculated Inflow from Generated Fractures and Observed Inflow into 

Research Tunnel. 

 

Generated Fractures 

Type ∑ 𝐓𝐫𝐚𝐧𝐬𝐦𝐢𝐬𝐬𝐢𝐯𝐢𝐭𝐲 (m2/s) ∑ 𝐈𝐧𝐟𝐥𝐨𝐰  (L/min) 

D 1.94E-06 61.03 

F 1.58E-06 49.78 

 W 9.71E-08 3.06 

Total 3.62E-06 113.87 

Measured Inflow into the Research Tunnel (L/min): 104 

 

 

9.1.3  Generating Fractures Using Borehole 12MI33 Fracture Data 

 

Borehole 12MI33 is a horizontal borehole that is parallel to the Research tunnel (Figure 9-1-1). The packer 

tests were conducted in 6 test intervals. The test intervals also serve as the monitoring points (Figure 9-1-

2) for observation of temporal variations in pressure and geochemistry in vicinity of the Research tunnel. 
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297 fractures were recorded in the borehole. The fractures were classified as “crack”; “hair crack”; 

“discontinuity crack”; and “mineral vein”. The fractures described as cracks that had recorded aperture 

values were assumed to be permeable fractures, such as F-, D-, and W-fractures observed in the Research 

tunnel. 17 such fractures were identified. The fractures data were imported into the model. The fractures 

were generated in accordance with these data (depth and orientation) using F-fracture lognormal 

distribution for fracture radius. F-fracture radius distribution produced closer results to the packer test 

results as shown below. 

  

The fractures generated in the borehole are shown in Figure 9-1-7 along with the Research tunnel fractures. 

Figure 9-1-7 also shows the transmissivity of the test intervals obtained in the packer tests. The high 

transmissivity intervals 1, 2’ and 6 coincide with the zones in which fractures generated in both, Research 

tunnel and borehole, are present. Intervals 2 and 3 intersect a few fractures and their transmissivity is lower. 

Intervals 4 and 5 do not intersect any of generated fractures and their transmissivity is significantly lower. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9-1-7. Transmissivity of Fractures in the Research Tunnel and Borehole 12MI33. 

  

0.0E+00

2.0E-07

4.0E-07

6.0E-07

8.0E-07

1 2' 2 3 4 5 6

12 MI33 Interval 
Transmissivity (m2/s)



Spent Fuel Disposition in Crystalline Rocks   

September 2017   151 

 

Tables 9-1-5 and 9-1-6 compare the transmissivity of the generated fractures in borehole 12MI33 and the 

transmissivity of the test intervals from the packer tests in this borehole. The total transmissivity of fractures 

generated in the borehole (7.6x10-7 m2/s) is close to the total transmissivity of the test intervals (9.9x10-7 

m2/s).  

 

The following can be concluded: 

- The locations of 17 fractures generated in borehole 12MI33 are consistent with the locations of 

fractures in the Research tunnel. 

- Fracture properties derived from the Research tunnel fracture trace analysis are consistent with the 

packer test data in borehole 12MI33.    

 

 

Table 9-1-5. Transmissivity of the Generated fractures in Borehole 12MI33  

 

Fracture 
Transmissivity 

(m2/s) 
Fracture 

Transmissivity 

(m2/s) 

1 1.14E-08 10 8.30E-09 

2 2.71E-09 11 5.36E-09 

3 1.74E-08 12 2.62E-09 

4 7.26E-09 13 1.60E-08 

5 1.39E-08 14 2.34E-08 

6 2.94E-09 15 4.27E-07 

7 6.28E-08 16 6.59E-08 

8 5.01E-08 17 1.82E-08 

9 2.30E-08 Total 7.58E-07 

 

 

Table 9-1-6. Transmissivity of the Test Intervals from Borehole 12MI33 Packer Tests. 

 

Interval Transmissivity (m2/s) 

1 1.78E-07 

2' 9.78E-08 

2 6.01E-07 

3 8.65E-08 

4 4.96E-09 

5 1.93E-08 

6 4.91E-07 

Total 9.88E-07 

 

 

9.1.4  Generating Stochastic Fractures in the Modeling Domain 

 

The Research tunnel fracture trace analysis considered in Section 9.1.2 provided estimates of the fracture 

size, permeability, and aperture.  These estimates were corroborated by comparing the packer test results 

with the transmissivity of fractures generated in borehole 12MI33 in Section 9.1.3. The fractures with the 

deterministic locations and stochastic properties (radius and correlated with radius permeability and 

aperture) were generated in the Research tunnel and borehole 12MI33 (Figure 9-1-7). 
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The size and properties of the fractures outside the Research tunnel and borehole 12MI33 can be assumed 

in accordance with the above estimates. However, the locations of these fractures are not known. Thus, the 

stochastic approach is needed. The stochastic generation of fractures requires the following input 

parameters: 

 

- Number of fracture sets 

- Orientation distribution of each set 

- Fracture intensity in each set 

 

9.1.4.1  Number of Fracture Sets and Fracture Orientation 

 

The number of fracture sets and their orientation was obtained from the analysis of the fractures generated 

from the tunnel traces using Fracman tool Interactive Set Identification System (ISIS). ISIS (Golder, 2017) 

defines fracture sets from field data using an adaptive probabilistic pattern recognition algorithm. ISIS 

calculates the distribution of orientations for the fractures assigned to each set, and then reassigns fractures 

to sets according to probabilistic weights proportional to their similarity to other fractures in the set. The 

orientations of the sets are then recalculated and the process is repeated until the set assignment is optimized.  

Figure 9-1-8 shows the ISIS set assignment results for the Research tunnel fractures. Even though 3 sets 

are defined, most of the fractures are in Set 2. The significance levels of the fitted Fischer distributions are 

low for all sets meaning there is no clear separation into the different sets. 

 

   

 
 

Figure 9-1-8. ISIS Set Assignment Results for the Research Tunnel Fractures. 
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In the next step, the fractures in the Access Drift were removed from the analysis because they may be 

affected by the Main Shaft fault. For example, set 3 in Figure 9-1-8 contains only the Access Drift fractures. 

The ISIS analysis of fractures in the Inclined Drift and CTD identified only one fracture set. The best 

distribution (Kolmogorov-Smirnov probability 87%) was Fisher distribution with the flowing parameters: 

 

 mean trend 2080   

 mean plunge 80 

 concentration parameter ⱪ equal to 7 

 

Note that orientation is given in the local coordinate system. The actual coordinate system was rotated 10.20 

clockwise in x-y plane to align the tunnel with the y axis. The calculated Fisher distribution is shown in 

Figure 9-1-9. The low ⱪ signifies large dispersion or wide range in fracture orientations.  

 

 

 

 
Figure 9-1-9. Calculated Fisher Distribution for Inclined Drift and CTD Fractures. 

 

 

9.1.4.2  Fracture Intensity 

 

Fracture intensity has direct impact on how many fractures will be generated in the modeling domain. 

Fracture intensity can be specified either as number of fractures in the set (not recommended because it is 

scale dependent) or as volumetric intensity of fractures in the set, also known as P32. P32 [1/m] is scale 

independent (invariant with respect to the distribution of fracture size) and represents fracture area per unit 

volume of rock. Neither number of fractures or P32 can be directly measured.  

 

This analysis uses the observed linear intensity P10 (number of fractures per unit length) of fractures in the 

Research tunnel (0.19 fractures/m) and in the borehole 12MI33 (0.17 fractures/m) to evaluate P32. The 
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stochastic fractures were generated using Fisher distribution (Section 9.1.4.1), fracture radius (Table 9-1-

2), fracture permeability (Eq. 9.1.8), and fracture aperture (Eq. 9.1.9). The fracture P32 value is iteratively 

redefined until the P10 values in 2 arbitrary placed imaginary horizontal boreholes matched P10 of fractures 

observed in the Research tunnel and borehole 12MI33.  

 

Figure 9-1-10 shows the stochastic fractures intersected by the two imaginary horizontal boreholes with 

P32=0.22 1/m. P10 in both imaginary boreholes (0.19 fractures/m) matches the observed P10 in the Research 

tunnel and is very close to the observed P10 in borehole 12MI33.  

 

 

 

 
 

Figure 9-1-10. Stochastic Fractures Intersecting Two Imaginary Horizontal Boreholes. 

 

 

The significantly lower P10 values (0.04) were calculated for two arbitrarily placed vertical boreholes 

(Figure 9-1-11). This is because vertical borehole has lower probability of intersecting sub-vertical 

fractures.  
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Figure 9-1-11. Stochastic Fractures Intersecting Two Imaginary Vertical Boreholes. 

 

 

9.1.4.3  Comparison to the Packer Test Results in Borehole MIZ-1 

 

Figure 9-1-12 shows the stochastic fractures that intersect upper and lower test intervals of the vertical 

borehole MIZ-1. The transmissivity of the generated fractures is provided in Table 9-1-7. The packer test 

results are summarized in Table 9.1.8. The total transmissivity of generated stochastic fractures (2.1x10-7 

m2/s) is higher than the total transmissivity obtained in the packer tests (4.2x10-8 m2/s). The horizontal flow 

to the vertical borehole in the packer tests is affected by the horizontal permeability. The horizontal 

permeability is lower than vertical because the fractures are sub-vertical. This can explain some of the 

difference. Also, only one realization was used in this comparison. 

 

  

Table 9-1-7. Transmissivity of Stochastic Fractures Intersected by Borehole MIZ-1. 

 

Fracture Transmissivity (m2/s) 

1 9.54E-08 

2 3.54E-08 

3 7.34E-09 

4 2.52E-08 

5 4.38E-08 

Total 2.07E-07 
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Table 9-1-8. Packer Test Results in Borehole MIZ-1. 

 

Interval 
Transmissivity (m2/s) 

Top (m) Bottom, m 

-260.4 -263.3 3.69E-08 

-290.9 -342.4 5.16E-09 

Total  4.20E-08 

NOTE: Only the test intervals within the modeling domain are considered. 

 

 

 
 

Figure 9-1-12. Stochastic Fractures Intersected by Borehole MIZ-1. 

 

 

9.1.4.3 Stochastic Fracture Generation 

 

The stochastic fractures were generated assuming one fracture set with the orientation defined in Section 

9.1.4.1 and P32=0.22 calculated in Section 9.1.4.2. The Enhanced Baecher model in Fracman was used. In 

the original Baecher model (Baecher et.al, 1978) the fracture centers are located uniformly in space, and, 

using a Poisson process, the fractures are generated as disks with a given radius and orientation. The 

Enhanced Baecher model extends the Baecher model by providing a provision for fracture terminations and 

more general fracture shapes. 

 

Figure 9-1-13 shows one realization of the stochastic fractures generated in the modeling domain. The color 

scale is used to show fracture transmissivity. One realization of the fractures in the Research tunnel and 

borehole 12MI33 (Figure 9-1-7) is also included.   
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Figure 9-1-14 shows the stereonet of the generated stochastic fractures. Figures 9-1-15 and 9-1-16 show 

the sampled distribution of fracture permeability and aperture respectively. The median permeability is 

2.3x10-11 m2 and the median aperture is 27 micron.  

 

 

 
 

Figure 9-1-13. One Realization of the Stochastic Fractures Generated in the Modeling Domain. 
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Figure 9-1-14. Sampled Stochastic Fracture Stereonet. 

 

 
 

Figure 9-1-15. Sampled Stochastic Fracture Permeability. 
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Figure 9-1-16. Sampled Stochastic Fracture Aperture. 

 

 

 

9.1.5  Upscaling DFN to the Equivalent Continuum Model 

 

After DFN is generated, it can be upscaled to an equivalent continuum model using Oda’s method. Oda’s 

method calculates permeability tensors in three dimensions for each cell. Oda tensor is a simplification of 

Darcy’s Law for flow through an isotropic porous medium. The fracture permeability (k) is projected onto 

the plane of the fracture and scaled by the ratio between the fracture volume (porosity) and the volume of 

the grid cell. The method is implemented in Fracman in accordance with the following equation (Golder, 

2017): 

 

                                                             𝐾𝑖,𝑗 =
1

12
(𝐹𝑘,𝑘𝛿𝑖,𝑗 − 𝐹𝑖,𝑗)                                 (9.1.10) 

 

                                                            𝐹𝑖,𝑗 =
1

𝑉
∑ 𝐴𝑘𝑇𝑘𝑛𝑖,𝑘𝑛𝑗,𝑘

𝑁
𝑘=1                                                   

 

where Ki,j is permeability tensor; δi,j is Kroenecker's delta; Fi,j  is fracture tensor; V is grid cell volume; N is 

total number of fractures in grid cell; Ak is area of fracture k; Tk is transmissivity of fracture k; and ni,k, nj,k 

are the components of a unit normal to the fracture k. Note that only principle components of the 

permeability tensor (Kxx, Kyy, and Kzz) are the inputs into the flow and transport model.  

 

Fracture porosity (€) of the grid cell is calculated as: 

 

                                                                            ∈=
1

𝑉
∑ 𝐴𝑘𝑏𝑘

𝑁
𝑘=1                  (9.1.11) 

 

where bk is the aperture of fracture k. 
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The permeability and porosity of the grid cells without fractures can be defined in accordance with the 

matrix permeability and porosity. Figure 9-1-17 shows the grid cell permeability (Kxx) of the DFN alization 

shown in Figure 9-1-13. Figure 9-1-18 shows the vertical slices through CTD and Inclined drift.  

 

 

 
 

Figure 9-1-17. Vertical Grid Cell Permeability for DFN Realization Shown in Figure 9-1-13. 
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Figure 9-1-18. Vertical Slices of Vertical Grid Cell Permeability for DFN Realization Shown in Figure 9-

1-13.  
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Table 9-1-9 summarizes the mean properties of the grid cells in the modeling domain. The calculated 

mean permeability values are close to suggested reference permeability (1E-15 m2). However, the 

permeability is anisotropic and changes over a few orders of magnitudes.   

 

 

Table 9-1-9. Effective Continuum Model Mean Grid Cell Properties.  

Parameter Notation Mean Value 

Permeability 

(m2) 

Kxx 3.04E-15 

Kyy 1.31E-15 

Kzz 3.5E-15 

Anisotropy Kxx/Kzz 0.87 

Kyy/Kzz 0.37 

 Kyy/Kxx 0.43 

Fracture Porosity  €  1.64E-05 

Number of cells with fractures 40% 

 

 

Note that the permeability and porosity values calculated with Eq. 9.1.10 and 9.1.11 will be very low if the 

total area of the fractures (∑ 𝐴𝑘) is very small. The proposed cutoffs for permeability and porosity values 

are 1x10-19 m2 and 1x10-8.  The cells with the permeability lower than 1x10-19 m2 or/and porosity lower than 

1x10-8 were considered to be matrix cells. The number of cells that were below the cutoff values is 1.1% of 

the total number of cells with fractures in the considered example. 

  

9.1.6  Corroboration with the Other Studies of the Tono Area 

 

A large amount of fracture data was collected in Tono area. The fracture data analysis and development of 

the fracture models at the different scales is an ongoing effort. Bruines (2014) describes the development 

of the discrete fracture network models for 2 scales – local (9kmx9km) and site-scale (2kmx2km). Both 

models extend from the surface to the depth of 2 km and are based on the data from MIU Project Phase I 

and II investigations.  

 

The characterization of the fractured crystalline rock at the depth of the MIU is based on the data from the 

boreholes DH-2, DH-15 and MIZ-1 (Phase I data) and 33 boreholes drilled from galleries (Phase II data). 

The data includes well log data and hydraulic test data. Hydraulic tests were conducted in different sections 

of the boreholes on the different scales. The models consider both, UHFD and LSFD. The DFN models 

were upscaled to the equivalent continuum models for transport simulations. Bruines (2014) provided a 

discussion of the methodology used to develop DFN and equivalent continuum models. However, the 

results of the analysis were provided only for UHFD. The authors noted that significantly less data is 

available for the LSFD. The fracture data for LSFD data can be found in JAEA report (Ando, 2012) for 

boreholes DH-2, DH-15 and MIZ-1.  

 

The modeling domain considered in this study is within the LSFD. It occupies a very small volume of the 

site-scale model in Bruines (2014). The data used to develop the fracture model are primarily based on the 

Research tunnel fracture traces and fracture observations in borehole 12MI33. A portion of borehole MIZ-

1 is within the modeling domain. The other boreholes are outside the modeling domain. The major goal of 

this section is to compare the parameters derived for the small-scale model to the parameters developed for 

the large-scale models. 

 

The large-scale models use the following conceptual assumptions: 
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- The fractures are square shaped. 

- The fracture size follows power-law distribution. 

- The fracture transmissivity is lognormally distributed and independent of fracture size. 

 

The large-scale DFN was upscaled to the equivalent continuum model using 3 different grid block sizes: 

30 m, 70 m, and 100 m. 

 

As it was previously discussed, the small-scale model assumes circular shape of fracture. The fracture size 

follows lognormal distribution (Section 9.1.2, Figures 9-1-4 and 9-1-5). The fracture permeability and 

aperture are correlated with fracture radius (the larger fractures have larger transmissivity). The small-scale 

DFN is upscaled to the equivalent continuum model with the grid block size of 1 m.  

 

Both, large-scale and small-scale models assume that not all the fractures conduct flow. As it was shown 

in Ishibashi (2015), only a small portion of all observed fractures are open fractures. The large-scale model 

further assumes that only open fractures connected to the network conduct flow. These fractures are called 

the water conducting features (WCFs). The fractures used in developing small-scale model are the fractures 

in the Research tunnel that showed water discharge and the fracture in 12MI33 borehole with the recorded 

apertures (~10% of observed fractures).   

 

9.1.6.1  Fracture Size 

 

The fracture size defined in Ando (2012) for LSFD follows power-law distribution with minimum 2.5 m, 

maximum 3,000 m and slope 4.1 (Table 5.3.3-1 in Ando, 2012). The fracture size in the small-scale model 

is based on the analysis of the fracture traces in the tunnel. The power-law distributions derived from this 

analysis (Table 9-1-2) have minimum size of 1.5 m and 3.3 m and slopes 3.4 and 3.9. These values are 

close to the large-scale model size distribution. However, as it was shown in Section 9.1.2, the lognormal 

distributions provided better fit to the data. The comparison between the large-scale and small-scale models 

is shown in Figure 9-1-19. While there are some differences, the distributions are similar.  

  

 
 

Figure 9-1-19. Equivalent Fracture Radius Distributions in Large-Scale and Small-Scale Models. 
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9.1.6.2  Fracture Orientation and Intensity 

 

Ando (2012) described 4 sets of fractures in borehole MIZ-1 (Table 5.3.1-6). 3 of these sets consist of north 

trending sub-vertical fractures (total number of fractures in these sets is 12). The small number of fractures 

in each set and high values of Fisher dispersion coefficient (ⱪ is 80-147) suggests that 3 sets could, in fact, 

be one set with lower ⱪ (higher dispersion). Note that Golder (2017) recommends to use ⱪ in the range from 

20 to 50 for the low orientation variability. The average plunge in 3 sub-vertical fracture sets is 80, which 

is the same as the plunge defined for the stochastic fractures in the small-scale model. The fractures in the 

small-scale model are north trending as well. The additional set of sub-horizontal fractures could have been 

in the depth interval that is outside the small-scale model domain.  

 

The total liner intensity of the 3 sets of sub-vertical fractures in borehole MIZ-1 is 0.045 fractures/m (Table 

5.3.1-6 in Ando, 2012). This is consistent with P10=0.04 calculated for two arbitrarily placed imaginary 

vertical boreholes intersecting one realization of stochastic fractures (Figure 9.1.11).  

  

The range in calculated (3 set total) volumetric intensity (P32) is from 0.01 to 0.28 m2/m3 (Figure 5.3.1-20 

in Ando, 2012). The calculated P32 of the stochastic fractures (0.22) is within this range. 

   

9.1.6.3  Equivalent Continuum Model Hydraulic Conductivity 

 

The hydraulic conductivity of the large-scale equivalent continuum model was calculated using dynamic 

upscaling of large-scale DFN. Figure 9.1.20 shows the cumulative probability distribution of the effective 

hydraulic conductivity (borehole MIZ-1) for 100-m, 70-m, and 30-m grid block resolution cases (Figure 

6.2.2-1 in Ando, 2012). The effective value represents the mean of the hydraulic conductivity in 3 principal 

directions. The effective hydraulic conductivity of the small-scale equivalent continuum model (1-m grid 

block) was added to this figure for comparison.  

 
NOTE: This figure was copied from Figure 6.2.2-1 (a) in Ando, 2012. The distribution obtained from the small-

scale equivalent continuum model (stochastic fractures) was added to this figure for comparison. 

 

Figure 9-1-20. Cumulative Probability Distribution of Effective Hydraulic Conductivity in LSFD. 
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The hydraulic conductivity distribution of the small-scale equivalent continuum model is very similar to 

the hydraulic conductivity in the 30-m grid block large-scale model. Note that the distributions shift to the 

right when the grid block size decreases. Consequently, additional shift can be expected when the grid block 

size change to 1 m (small-scale model).  

    

The large-scale equivalent continuum model cumulative probabilities of the hydraulic conductivity in 3 

principal directions (borehole MIZ-1) are shown in Figure 9.1.21 for 30-m grid block case (Figure 6.2.2-1 

b in Ando, 2012). The up-scaled permeability tensor has evident anisotropy consistent with the fracture 

orientation – the vertical hydraulic conductivity (K11) is higher than horizontal (K22) and the horizontal 

hydraulic conductivity is higher along the predominant fracture plane (K33).  The hydraulic conductivity in 

3 principal direction of the small-scale equivalent continuum model was added to this figure for 

comparison. The anisotropy in hydraulic conductivity in the small-scale equivalent continuum model is 

similar to the one in the large-scale model - Kzz>Kxx>Kyy.  

 

 
 
NOTE: This figure was copied from Figure 6.2.2-1 (b) in Ando, 2012. The distributions obtained from the small-

scale equivalent continuum model (Kxx, Kyy, and Kzz) were added to this figure for comparison.   

 

Figure 9-1-21. Cumulative Probability Distribution of Hydraulic Conductivity in 3 Principal Direction in 

LSFD in Large-Scale and Small-Scale Models. 

 

 

9.1.7 Summary 

 

The goal of this analysis was to develop the discrete fracture network model (DFN) for the small-scale area 

surrounding the MIU Research tunnel at 500 m depth. The DFN model was upscaled to an equivalent 

continuum model with the grid cell size 1x1x1 m using Oda’s method for the flow and transport simulations 

(Section 9.2).   

 

The DFN model includes: 
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(1) The fractures observed in the Research tunnel and borehole 12MI33. These fractures have 

deterministic location and stochastic (radius, permeability, and aperture) properties derived from 

the fracture analysis.  

(2) Stochastic fractures (the location changes with each realization) generated based on the fracture 

size, orientation, intensity, and properties derived from the fracture analysis.     

 

The major results of the fracture analysis are described below. 

 

 Analysis of Fractures Traces on the Walls of CTD, Inclined Drift, and Access Drift 

 

The analysis of the fracture traces in the Research tunnel considered 146 fractures that showed flow 

discharge. It concluded that the fracture size is best described with the lognormal distributions. The fractures 

with observed flow >1L/min (F-fractures) have the mean radius of 3.9 m (standard deviation 2.2). The 

fractures with the observed flow >0.1 L/min (D-fractures) have the mean radius of 1.4 m (standard deviation 

1.3). 

 

The analytical solution was used to calculate fracture transmissivity from the observed range of fracture 

discharge and the total discharge into the Research tunnel.  The fracture aperture was calculated from the 

cubic law relationship between the transmissivity and aperture. The fracture permeability was calculated 

from transmissivity and aperture. The following ranges were derived for the fracture parameters:  

 

 Fracture transmissivity: 3.2x10-9 – 7.3x10-8 m2/s. 

 Fracture permeability:  3.5x10-12 – 1.7x10-10 m2 

 Fracture aperture: 16 – 45 micron 

 

It was assumed that fracture permeability (k) and aperture (b) are correlated with the equivalent radius (R). 

The following relationships were proposed: 

  

                                    𝑘 = 1.55 ∙ 10−12 ∙ 𝑅2.3   and    𝑏 = 1.16 ∙ 10−5 ∙ 𝑅      

 

 Analysis of Fractures Observed in Borehole 12MI33 

 
17 fractures with the recorded aperture values were assumed to be permeable fractures in borehole 12MI33. 

These fractures were generated using the same parameters as in the Research tunnel. The following 

conclusions were made: 

 

 The locations of 17 fractures generated in borehole 2MI33 are consistent with the locations of 

fractures in the Research tunnel. 

 Fracture properties derived from the Research tunnel fracture trace analysis are consistent with the 

packer test data in borehole 12MI33.    

 

 Analysis of Fracture Orientation and Intensity for Stochastic Fracture Generation 

 

Analysis of fracture orientation concluded that there is one fracture set with the following Fisher distribution 

parameters: 

 

 mean trend 2080   

 mean plunge 80 

 concentration parameter ⱪ equal to 7 
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Note that orientation is given in the local coordinate system. The actual coordinate system was rotated 10.20 

clockwise in x-y plane to align the tunnel with the y axis. 

 

The observed linear intensity of the fractures in the Research tunnel and borehole 12MI33 P10 was used to 

calculate volumetric intensity P32. The fracture P32 value was iteratively redefined until the P10 values in 

selected locations matched the observed P10. The calculated P32 is 0.22.  

 

 Upscaling to Equivalent Continuum Model 

 

The DFN was upscaled to an equivalent continuum model using Oda’s method. The following mean 

effective parameters were obtained (one realization): 

 

Kxx 3.04E-15 

Kyy 1.31E-15 

Kzz 3.50E-15 

Porosity 1.64E-05 

 

The calculated mean permeability values are close to suggested reference permeability (1E-15 m2). 

However, the permeability is anisotropic and changes over a few orders of magnitudes. 

 

 Corroboration with the Other Studies of the Tono Area 

 

The parameters developed for the small-scale model were compared to the parameters incorporated in the 

large-scale models. The discrete fracture network models were developed for 2 scales – local (9kmx9km) 

and site-scale (2kmx2km). Both models extend from the surface to the depth of 2 km and are based on the 

data from MIU Project Phase I and II investigations.  

 

The comparison was done for fracture size, orientation, intensity, and effective permeability. It was 

concluded that the parameters of the small-scale model are consistent wth the parameters of the large-scale 

models.  

 

 

9.2   Preliminary Flow and Transport Modeling Analysis 

 

9.2.1  Introduction 

 

A preliminary modeling analysis was developed using the GREET project data to predict inflow into the 

inclined drift and the Closure Test Drift (CTD) during excavation. The analysis is part of the activities of 

Task C, Step 1. This report summarizes current progress of the modeling work at Sandia National 

Laboratories. 

 

The main aim of the current work is to predict inflow into the tunnel as excavation progresses, and provide 

pressure histories at selected monitoring locations. The project provided data of tunnel excavation progress 

as the inclined drift and the CTD were excavated. The original data was in the form of excavation progress 

in meters along the axis of the tunnel as a function of excavation dates. Figure 9-2-1 shows a modified 

version of the excavation progress obtained from the project in terms of days since excavation began. Time 

zero in Figure 9-2-1 refers to 4/6/2013 in the project data. Time 173 days refers to the completion of 

excavation of the CTD on or around 9/25/2013.  The excavation data in Figure 9-2-1 have been used in 

simulations of inflow into the tunnel. 
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Simulations were conducted with PFLOTRAN, an open source, state-of-the-art massively parallel 

subsurface flow and reactive transport code (Hammond et al., 2014) in a high-performance computing 

environment. The excavation progress was modeled by progressively removing material assigned as the 

host rock. This is equivalent to increasing the grid blocks representing the tunnel. A schematic diagram of 

the process is shown in Figure 9.2.2. In order to get a better representation of the excavation progress a 

small portion of rock material was removed at a time. Thus, the material removal was in 1 m increments 

for a total of 103 m (i.e. 57 m of the Inclined Drift and 46 m of the CTD). This resulted in 103 PFLOTRAN 

runs applying the pressure and chloride concentration boundary conditions assigned for the excavated area. 

The modeling was carried out with output of each PFLOTRAN run used as input for the next run until the 

complete excavation of the tunnel parts. To automate the simulation process the Sandia developed 

optimization code DAKOTA (Adam, et al., 2017) was used as a driver to PFLOTRAN. A schematic 

diagram of the process in shown in Figure 9.2.3. DAKOTA also provides statistical analysis of the process, 

which will be used in future simulations. 

  

Simulations were carried out for a homogenous representation using a Visualization Area domain, which 

is a CTD-scale domain recommended by the project, and a larger domain to test the boundary conditions. 

These simulations are detailed in Section 9.2.2. Simulations were also conducted for a fracture system 

developed based on the fracture analysis described in Section 9.1. The fracture modeling is described in 

Section 9.2.3. A summary of the simulation exercise is given in Section 9.2.4. 

 

 

 
 

Figure 9-2-1. Data of excavation progress 
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Figure 9-2-2. Schematic diagram showing simulation approach.  

 

 
 

Figure 9-2-3. Schematic diagram for DAKOTA-PFLOTRAN coupling 
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9.2.2  Homogenous Model 

 

9.2.2.1  Visualization Area Domain 

 

Simulations were conducted for a homogenous model with reference hydraulic conductivity. As outlined 

by the Task C project, simulations were based on the visualization Area domain specified by the project. 

The model has a geometry of 100 m x 150 m x 100 m in the x, y and z directions. The modeling domain is 

a CTD-scale model and incorporates the inclined drift and the CTD. The physical coordinates of the 

simulation domain are given in Table 9-2-1. The simulation domain also incorporates the monitoring 

sections in Well 12MI33. The coordinates of the monitoring section are given Table 9-2-2. A schematic 

representation of the modeled part of the tunnel and the monitoring well is shown in Figure 9-2-4. 

 

For the simulations a refined Uniform (structured) grid was selected, with grid block size of 1 m x 1m x 

1m for a total of 1,500,000 grid blocks. The Inclined Drift is slightly inclined but was modeled as horizontal 

for ease of meshing. The dimensions of these two tunnel parts are given below.  

  

 

      Inclined Drift    CTD 
Length = 57 m    Length = 46.5 m 

Width = 4.5 m    Width = 5.0 m 

Height = 3.5 m    Height = 4.5 m 

 

 

For the simulations physical properties obtained from the monitoring well 12MI33 and other sources were 

used. Estimated hydraulic conductivity for Toki granite is in the range of log (-8 ± 1) m/s. The homogenous 

simulations used: 

 

 Reference hydraulic conductivity 10-8 m/s (permeability 10-15 m2) 

 Porosity 0.001 

 Effective diffusion coefficient 10-12 m2/s 

Initial and boundary conditions were based on those specified for Task C. Hydrostatic initial pressure 

conditions are represented by average head measurements of 110 EL m, based on data from monitoring 

wells. Top, bottom and side boundary conditions were also assigned head of 110 EL m. The excavated area 

was assigned a constant pressure boundary condition of 1.0 atmosphere. Head data were converted to 

pressure as shown below. For the conversion, the head of 110 EL m and elevation data in Table 9-2-1 were 

used. 

 

Pressure at domain top = density x g x (head + elevation) = 3.6 MPa 

 

Pressure at domain bottom = density x g x (head + elevation) = 4.6 MPa 

 

Hydrostatic pressure boundary was assigned on the sides. In PFLOTRAN the bottom was assigned no flux 

condition. The initial and boundary conditions also include chloride concentrations based on data from 

monitoring wells. For the simulations, the top and bottom boundaries were assigned 332 mg/L and 428 

mg/L chloride concentrations, respectively. The side boundaries were assigned a concentration gradient 

varying between the top and bottom boundary values. The excavated region was modeled as a free 

boundary. 
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Pressure monitoring points were setup using the coordinates in Table 9-2-2. The points were selected to be 

in the middle of the monitoring section. The chloride concentration units were converted to molarity (M) 

for use in PFLOTRAN. The conversion is shown below, using Cl molecular weight of 35.453 g/mol: 

 

Concentration at top = 332 mg/L / (1000 x 35.453 g/mol) = 0.0094 M 

 

Concentration at bottom = 428 mg/L / (1000 x 35.453 g/mol) = 0.012 M 

 

 

Table 9-2-1. Coordinates of CTD-Scale simulation domain 

 

E-W(m) N-S(m) E.L.(m)  

6522.7 -68943.5 -250.0 Upper boundary 

6496.1 -68795.9 -250.0 Upper boundary 

6397.7 -68813.7 -250.0 Upper boundary 

6424.3 -68961.3 -250.0 Upper boundary 

6522.7 -68943.5 -350.0 Lower boundary 

6496.1 -68795.9 -350.0 Lower boundary 

6397.7 -68813.7 -350.0 Lower boundary 

6424.3 -68961.3 -350.0 Lower boundary 

 

 

Table 9-2-2. Coordinates of monitoring section in Well 12MI33 

 

 
  

E-W(m) N-S(m) E.L.(m) E-W(m) N-S(m) E.L.(m) E-W(m) N-S(m) E.L.(m)

12MI33_P1 6445.46 -68845.50 -303.27 6445.30 -68844.80 -303.30 6445.19 -68844.00 -303.36

12MI33_P2 6448.96 -68864.90 -302.24 6447.30 -68855.70 -302.70 6445.63 -68846.50 -303.22

12MI33_P3 6452.81 -68886.20 -301.11 6451.00 -68876.00 -301.60 6449.13 -68865.80 -302.19

12MI33_P4 6454.62 -68896.30 -300.57 6453.80 -68891.80 -300.80 6452.98 -68887.20 -301.06

12MI33_P5 6456.34 -68905.80 -300.07 6455.60 -68901.50 -300.30 6454.78 -68897.20 -300.52

12MI33_P6 6464.16 -68949.20 -297.76 6460.30 -68928.00 -298.90 6456.50 -68906.70 -300.02

BottomMiddleTop
Section ID
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Figure 9-2-4. Schematic diagram showing the modeled part of the tunnel and the monitoring well 

12MI33 with the monitoring sections 

 

9.2.2.1.1 Homogenous model with Visualization Area domain simulation results 

 

A steady state run was made to obtain initial pressure and chloride concentration conditions before the 

excavation progress was modeled. Representation of the inclined drift and the CTD in the model are shown 

in Figure 9-2=5. Figure 9-2-6 shows distributions of the steady state pressure and chloride concentration 

using the initial and boundary conditions described above. The figures show the pressure and concentration 

gradients as a function of depth. 

 

Simulations of excavation progress were conducted using the steady state pressure distributions and 

constant pressure boundary conditions inside the tunnel. The DAKOTA-PFLOTRAN system described 

above was used to separately model excavation progress in the inclined drift and the CTD. The outputs 

were post-processed to evaluate inflow into the tunnel and pressure history at the observation points. Results 

of pressure and chloride concentration distributions at 173 simulation time are shown in Figure 9-2-7. The 

figures represent fluid flow and chloride transport into the tunnel as a result of the initial and boundary 

conditions. The left (south) side boundary conditions were set close to the inclined tunnel entrance, and the 

effect of that is shown in the figures. The left side of the figure in Figure 9-2-7 (b) shows high concentrations 

at the inclined tunnel entrance. Figures 9-2-8 and 9-2-9 show predicted pressure vs. time and chloride 

concentration vs. time at the selected monitoring points. Figure 9-2-8 shows higher pressure drawdown in 

Observation Section 6, which is closer to the inclined drift entrance (see Figure 9-2-4 for location of 

monitoring points). The figure shows the lowest pressure drawdown in Section 1, which is close to the edge 

of the CTD. This is in line with expectations as the inclined tunnel was open for a longer period of time and 

thus more inflow compared to the CTD. 

 

The flow of water into the excavated space (inclined drift and CTD) was also predicted based on the 

excavation progress. The output of the simulation was post-processed to determine inflow rate. The 

resulting inflow into the tunnel (inclined drift and CTD) is shown in Figure 9-2-10. Task C project 

experimental data on inflow into the Inclined Drift and the CTD are given in Table 9-1-3. The recorded 

combined in flow is about 56 L/min, or 80.64 m3/day. This data point is shown in Figure 9-2-10 at 173 days 

of excavation. The data point has lower inflow compared to the predicted inflow for the homogenous model 

with Visualization Area domain. The inflow is a function of the boundary and initial conditions as well as 

material properties selected. Any of these variables could influence the prediction. 
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Figure 9-2-5. Placement of tunnel in simulation domain: Inclined Drift and CTD: Cross-section along a) 

x-axis, b) y-axis and c) z-axis 

 

 

 
 

Figure 9-2-6. Steady state pressure and chloride concentration distribution (molarity units): homogenous 

system  
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a) Pressure distribution: cross-section along the axis of the tunnel 

 
b) Chloride concentration distribution: cross-section along the axis of the tunnel 

 

Figure 9-2-7. Predicted pressure and chloride concentration distributions after 173 days simulation time: 

homogenous system with visualization area domain  
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Figure 9-2-8. Predicted pressure history at observation points (in Well 12MI33) during excavation: 

homogenous system with Visualization Area domain 

 

 

 
Figure 9-2-9. Predicted chloride concentration history at observation points (Well 12MI33) during 

excavation: homogenous system with Visualization Area domain 
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Figure 9-2-10. Predicted inflow into the Inclined Drift and CTD during excavation: Homogenous system, 

Visualization Area domain 
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9.2.2.2  Model with large domain 

 

To study the effect of boundary conditions on the predicted output, a larger domain was selected. For the 

simulations a grid with 2080 m x 2130 m x 700 m in the x, y, and z directions was used. The same grid 

block size (i.e. 1 m x 1m x 1m) as the previous model was applied to the Visualization Area. Outside of the 

Visualization Area a progressive grid size was used. The new mesh size is 122 x 122 x 117 for a total 

1,741,428 grid blocks. The larger domain mesh is shown in Figure 9-2-11. The same pressure and 

concentration gradient initial and boundary conditions as the previous model were applied. The same 

material properties were also used. 

 

Simulations as described in Section 9.2.1.1 for the Visualization Area domain using the coupled DAKOTA-

PFLOTRAN codes were conducted. Simulation results are shown in Figures 9-2-12 to 9-2-16. Figures 9-

2-12 and 9-2-13 show pressure and concentration distributions, respectively, at 173-days simulation time. 

The results do not show effects of boundary conditions as those of Figure 9-2-7 for the Visualization Area 

domain. The boundary conditions imposed on the left boundary of the Visualization Area domain, that are 

more visible for chloride concentration (Figure 9-2-7b), are absent in Figure 9-2-13. 

 

Predictions of pressure and concentration histories at observation points for the large domain case are shown 

in Figures 9-2-14 and 9-2-15, respectively. The pressure profiles at observation points are similar to those 

of the Visualization Area domain (Figure 9-2-8) but with larger drawdowns.  The same trend is observed 

when comparing chloride concentration profiles. 

 

The flow of water into the excavated space (inclined drift and CTD) was also evaluated for the large domain 

homogenous model. The resulting inflow into the tunnel (inclined drift and CTD) is shown in Figure 9-2-

16 together with the results for the Visualization domain. Task C project inflow data point (for combined 

Inclined Drift and CTD) is also included. The data point is closer to the predicted inflow for the homogenous 

model with large domain. 

 

 
Figure 9-2-11. Grid for large domain  
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a) Cross-section along the axis of the tunnel 

  
b)  Cross-section perpendicular to tunnel axis 

 

Figure 9-2-12. Predicted pressure distribution after 173-days simulation time: homogenous system with 

large domain 

  



Spent Fuel Disposition in Crystalline Rocks   

September 2017   179 

 

 
a) Cross-section along the axis of the tunnel 

 

  
a) Cross-section perpendicular to tunnel axis 

 

Figure 9-2-13. Predicted chloride concentration distributions after 173-days simulation time: 

homogenous system with large domain 

 



Spent Fuel Disposition in Crystalline Rocks 

180  September 2017 

 
Figure 9-2-14. Predicted pressure history at observation points (in Well 12MI33) during excavation: 

homogenous system with large domain 

 

 
Figure 9-2-15. Predicted chloride concentration history at observation points (Well 12MI33) during 

excavation: homogenous system with large domain  
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Figure 9-2-16. Predicted inflow into the Inclined Drift and CTD during excavation: Homogenous system. 

 

 

 

9.2.3  Fractured System Model 

 

Section 9.1 describes the fracture model development based on fracture data collected from the excavated 

areas and boreholes. The analysis produced up-scaled permeability and porosity data for flow and transport 

modeling of the excavation process. Permeability and porosity fields were obtained for one realization, for 

the Visualization Area domain. The matrix rock was assigned permeability of 10-19 m2 and porosity of 

0.001. Figure 9-2-17 shows the resulting permeability and porosity fields for the selected realization. An 

analysis was carried out to obtain the effective permeability for this realization. The same procedure 

described in Wang et al. (2016) was applied. Flow based effective permeability was calculated using 

Darcy’s law and liquid flux at steady state: 

 

𝑞 =
−𝑘𝑒𝑓𝑓∆𝑃

𝜇𝐿
             (9.2.1) 

 

where  

q = flux,  

keff = effective permeability,  

0

20

40

60

80

100

120

0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170 180

In
fl

o
w

 (
m

3
/d

ay
)

Days of Excavation

Inflow into Tunnel: Inflow Rate- Homogenous System

Visualization domain

large domain

Data



Spent Fuel Disposition in Crystalline Rocks 

182  September 2017 

P = pressure difference between west and east faces (1000 Pa) 

 = dynamic viscosity 

L = distance between west and east faces (100 m) 

 

PFLOTRAN flow simulations were carried out using the permeability and porosity fields.  A pressure 

gradient was imposed between the west and east faces of the Visualization Domain. Equation (9.2.1) was 

then used to estimate the effective permeability values using flux output on the east face, distance between 

west and east faces (100 m) and cross-sectional area (1.5 x 104 m2). The resulting calculated effective 

permeability for this realization was 1.62 x 10-16 m2. This value is an order of magnitude lower than the 

permeability of the homogenous model. 

  

The same simulations as described in Section 9.2.1.1 for the Visualization Area domain using the coupled 

DAKOTA-PFLOTRAN codes were conducted. For the fractured system runs the permeability and porosity 

fields for Realization 1 were used. Simulation results are shown in Figures 9-2-18 to 9-2-22. Figures 9-2-

18 and 9-2-19 show pressure and concentration distributions, respectively, at 173-days simulation time. 

The pressure distributions in Figure 9-2-18 indicate flow into the tunnel in a fractured system. It is evident 

that use of the Visualization Area domain resulted in boundary effects.  The concentration distributions 

shown in Figure 9-2-19 are not as smooth as results of the homogenous model. The concentration gradient 

is affected by the porosity field. 

 

Predictions of pressure and concentration histories at observation points for the large domain case are shown 

in Figures 9-2-20 and 9-2-21, respectively. The pressure profiles at observation points show larger pressure 

drawdowns when compared to those of the Visualization Area domain (Figure 9-2-8) and the large domain 

(Figure 9-2-14) homogenous models.  Profiles of chloride concentration are very different from those of 

the homogenous model. As also shown in Figure 9-2-19, concentrations are highly affected by the fracture 

system. 

 

The flow of water into the excavated space (inclined drift and CTD) was also evaluated for the fractured 

system, Realization 1. The resulting inflow into the tunnel (inclined drift and CTD) is shown in Figure 9-

2-22 together with the results for the homogenous model. Task C project inflow data point (for combined 

Inclined Drift and CTD) is also included. The predicted inflow for the fractured system is lower than the 

other cases. Note that the results of the fracture system are for one realization only. Additional realizations 

would be needed to get better representation of the fractured system. 
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a) permeability 

 
b) porosity 

 

 

Figure 9-2-17. Fracture permeability and porosity for Realization 1: Fractured system with Visualization 

Area domain 
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a) Cross-section along the axis of the tunnel b) Cross-section perpendicular to tunnel axis 

 

 
c) Vertical cross-section  

 

Figure 9-2-18. Predicted pressure distribution after 173-days simulation time: fractured system with 

visualization area domain. Realization 1. 
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a) Cross-section along the axis of the tunnel b) Cross-section perpendicular to tunnel axis 

 

 
b) Vertical cross-section  

 

Figure 9-2-19. Predicted chloride concentration distribution after 173-days simulation time: fractured 

system with visualization area domain. Realization 1. 
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Figure 9-2-20. Predicted pressure history at observation points (in Well 12MI33) during excavation: 

fractured system with Visualization Area domain. Realization 1. 

 

 

 
Figure 9-2-21. Predicted chloride concentration history at observation points (in Well 12MI33) during 

excavation: fractured system with Visualization Area domain. Realization 1.   
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Figure 9-2-22. Predicted inflow into inclined drift and CTD: comparison of results of homogenous and 

fracture systems. 
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9.2.4  Summary 

 

Preliminary modeling analysis was conducted at Sandia National laboratories as part of DECOVALEX19, 

Task C, Step 1. The analysis looked at use of a homogenous model with reference hydraulic conductivity, 

and a fracture model developed in Section 9.1 above. For the base case the CTD-scale Visualization area 

domain was used (100 m x 150 m x 100 m). Boundary and initial conditions specified by the project, based 

on data from wells, were applied to flow and transport. The data include head and chloride concentration 

at different parts of the modeling domain. Parameter data also obtained from wells were used. Data of 

excavation progress for the Inclined Drift and the CTD were also provided. A simulation method was 

developed to simulate excavation progress by continuously removing material from the excavated area. The 

DAKOTA statistical analysis and optimization code and the PFLOTRAN numerical flow and transport 

code were used. Simulations of flow and transport for the homogenous model with the Visualization Area 

domain indicated boundary effects at the Inclined Drift entrance. The boundary effects were caused by the 

application of side boundary conditions close to the tunnel entrance. To study the extent of the boundary 

effect a new grid was developed with a larger domain (2080 m x 2130 m x 700 m). Simulation results of 

the larger domain did not show the boundary effects, which would indicate the need to enlarge the 

boundaries of the CTD-scale model. The results of the larger domain also showed reasonable agreement 

between experimental inflow data and predicted inflow. 

 

The modeling analysis also included use of a fracture model developed in Section 9.1. this allows realistic 

representation of the system in the excavated region. For the analysis permeability and porosity fields 

obtained for one realization were used instead of the constant permeability used in the previous simulations. 

The same simulation approach as the homogenous model were followed for the CTD-scale Visualization 

domain. The simulation results provided detailed flow and transport distributions in a fractured system. The 

results are preliminary output for a single realization. More realizations will be needed to obtain average 

representative output. 
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10. SUMMARY 

Significant progress has been made in FY17 in both experimental and modeling arenas in evaluation of 

used fuel disposal in crystalline rocks, especially in model demonstration using field data. The work 

covers a wide range of research topics identified in the R&D plan.  The major accomplishments are 

summarized below: 

 

 Model development for spent fuel degradation and its coupling with metal corrosion: Both 

experimental and modeling studies show that H2 plays an important role in determining the 

dissolution rate of UO2 fuel, and that even moderate H2 concentrations suppress the oxidative 

dissolution of spent fuel.  The major source of H2 within a breached waste package in low-oxygen 

environments will be anoxic corrosion of the various steels used as containers and structural 

components.  The steel corrosion and H2 generation reactions are coupled redox reactions that 

proceed at equal rates under anoxic conditions.  Therefore, a steel corrosion model was added to 

the fuel matrix degradation (FMD) model to represent the primary kinetic source of H2 (and Fe2+) 

in a breached waste container.  Once it is fully calibrated, the steel corrosion model can be used to 

calculate the corrosion rates of various metals under the environmental conditions in a breached 

waste package as a function of temperature, Eh, pH and solution chemistry to provide the H2 

concentrations controlling the fuel degradation rate.  We identified the processes through which 

steel corrosion kinetics is coupled with the fuel degradation kinetics in the FMD model and 

summarized the sensitivity of the calculated fuel degradation rate to the range of corrosion rates 

that could occur for different steels expected to be present in a waste package. We also identified 

information gaps that need to be filled in order to further develop, parameterize, and calibrate the 

steel corrosion model for the range of environmental conditions that could occur in a breached 

waste package. 

 Model development for glass waste form degradation: The reactivity of silicate glasses and 

minerals is important to numerous engineering applications including nuclear waste disposal.  The 

dissolution process has long been considered to be controlled by a leached surface layer in which 

cations in the silicate framework are gradually leached out and replaced by protons from the 

solution. This view has recently been challenged by observations of extremely sharp corrosion 

fronts and oscillatory zonings in altered rims of the materials, suggesting that corrosion of these 

materials may proceed directly through congruent dissolution followed by secondary mineral 

precipitation.  We have shown that complex silicate material dissolution behaviors can emerge from 

a simple positive feedback between dissolution-induced cation release and cation-enhanced 

dissolution kinetics.  This self-accelerating mechanism enables a systematic prediction of the 

occurrence of sharp dissolution fronts (vs. leached surface layers), oscillatory dissolution behaviors 

and multiple stages of glass dissolution (in particular the alteration resumption at a late stage of a 

corrosion process).  Our work provides a new perspective for predicting long-term silicate 

weathering rates in actual geochemical systems and developing durable silicate materials for 

nuclear waste disposal. 

 Understanding uranium interactions with bentonite materials: This work is designed to test 

the effect of bentonite heating on U(VI) adsorption. U(VI) adsorption onto bentonite samples from 

the FEBEX in situ experiment, which were subjected to 18 years of heating at temperatures of 45-

100 °C, was compared to adsorption onto original FEBEX bentonite and cold-zone FEBEX 

bentonite from the in situ experiment. The experimental results show that kinetics of U(VI) 

adsorption appear to be very fast, reaching equilibrium in less than 8 hours, while DIC 

concentrations reach equilibrium in 48 hours. U(VI) adsorption onto unpurified FEBEX bentonite 

samples which experienced sustained temperatures of approximately 95 °C was lower than 

adsorption onto original unheated and cold-zone (20 °C) FEBEX bentonite over a range of chemical 

conditions (pH 7-8, Ca = 0.1 and 2.0 mM) relevant to nuclear waste disposal. U(VI) adsorption 
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onto unpurified FEBEX bentonite which experienced more moderate temperatures (approximately 

45 °C) was not lower than unheated FEBEX bentonite for the single chemical condition tested (0.05 

M NaCl, pH 7.5, 0.1 mM Ca). The difference in U(VI) adsorption between heated (95 °C) and cold-

zone (20 °C) FEBEX bentonite persisted over the range of chemical conditions tested when the 

bentonite samples were purified to remove mineral impurities such as calcite, quartz, and feldspars. 

This suggests that the decrease in U(VI) adsorption was due to alteration of the clay mineral 

structure, and not due to a change in the pore water chemistry or amount and type of accessory 

minerals. This may reflect illitization of the montomorillonite; however, further clay 

characterization is needed to verify this hypothesis.  These results provide key information 

necessary for performance assessment of HLW disposal scenarios. The decreased adsorption 

observed in this study as a result of bentonite heating may impact the diffusion of U(VI) through 

engineered clay barriers. Because the decreased U(VI) adsorption was due to changes in the clay 

mineral structure and not to aqueous U(VI) speciation, other radionuclides may be similarly 

affected 

 Understanding radionuclide interactions with metal corrosion products: The main interest in 

radionuclide sequestration by corrosion products stems from (1) the potential for this process to 

significant inhibit radionuclide release during canister breaching and (2) from the absence of such 

processes in most repository performance assessments. The objective of this work is to quantify 

radionuclide sequestration as a result of canister breaching and near field corrosion processes.  We 

have evaluated this process from both an experimental and modeling perspective. Experimentally, 

we developed methodologies to grow various iron oxides phases (goethite, hematite, magnetite) in 

the presence of radionuclides. We performed a small number of binary (RN-mineral) 

coprecipitation experiments to test radionuclide (Pu, Am, Np, and U) partitioning.  Experiments 

are aimed to quantify coprecipitation partitioning and also examine the effects of aging and the 

potential iron oxide recrystallization effects associated with the presence of aqueous phase Fe(II).  

The exprimental results reveal that (1) upon aging of a Pu-doped ferrihydrite precorsor into more 

crystalline phase, plutonium associates more strongly with goethite (FeOOH) than hematite 

(Fe2O3); and (2) the timing of Pu addition in the synthetic procedures affects the final form of 

plutonium associated with goethite. 

 Understanding colloid-facilitated Cs transport in granitic materials: Transport experiments 

using two mini-columns were conducted to interrogate the colloid-facilitated transport of 137Cs 

through crushed Grimsel granodiorite. Water from the Chancellor nuclear test cavity at the Nevada 

Nuclear Security Site was selected because 137Cs is strongly associated with the colloidal fraction, 

and 3HHO is present in high concentrations and therefore acts as a conservative tracer. Column 

eluent was measured for 3HHO, 137Cs, and turbidity (as a proxy for colloid concentration). After 

one pore volume eluted through the first column, both the 3HHO and turbidity reached Chancellor 

water values, suggesting that no colloids were filtered by the granodiorite. 137Cs breakthrough 

occurred concurrently with the 3HHO and turbidity breakthroughs but in concentrations less than 

the injection solution. The initial breakthrough consisted almost entirely of colloidal 137Cs.  Solute 

concentrations of 137Cs were negligible initially and rose steadily along with the colloid-associated 
137Cs until about 50 pore volumes, after which both solute and colloid-associated 137Cs eluted 

through the column at the same concentration and partitioning as the injection solution, suggesting 

that the granodiorite’s adsorption capacity had been exhausted. Eluent samples from the first ~26 

pore volumes that were not used for analysis were combined and injected into a second column.  

Analyses indicated that the granodiorite in the first column had adsorbed most of the 137Cs in the 

solute phase and over half of the 137Cs that was associated colloids during the first 26 pore volumes.  

Thus, the injection solution into the second column consisted mainly of 137Cs strongly bound to 

colloid surfaces that outcompeted the sites of the granodiorite. The results from the second 

column reflect the much stronger association between the 137Cs and the strong sites of the 

colloids. In contrast to the results from the first column, where only about 45% of the 137Cs 
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initially associated with colloids remained associated with colloids, about 90% of the 

colloid-associated 137Cs remained associated with colloids in the second column. The 

results from both column experiments were simultaneously matched by a two-adsorption-

site model in which the first site is weaker than the second but has greater abundance.  

These experiments demonstrate how the sequential column technique can provide well-

constrained model parameterizations of the adsorption and desorption behavior of a 

radionuclide on colloids in the presence of competing immobile surfaces.  The method is 

especially well suited to interrogate the slower desorption rate constants of radionuclides 

from colloids that will dictate the magnitude of colloid-facilitated radionuclide transport 

over the long time and distance scales relevant to nuclear waste repository systems. 

 Compaison of discrete fracture and equivalent continuum approaches for modeling flow and 

transport in fractured media: One of the major challenges of simulating flow and transport in 

the far field of a geologic repository in crystalline host rock is related to reproducing the properties 

of the fracture network over the large volume of rock with sparse fracture characterization data. 

Various approaches have been developed to simulate flow and transport through the fractured rock. 

The approaches can be broadly divided into Discrete Fracture Network (DFN) and Equivalent 

Continuum Model (ECM). The DFN explicitly represents individual fractures, while the ECM uses 

fracture properties to determine equivalent continuum parameters. We compared DFN and ECM 

in terms of upscaled observed transport properties through generic fracture networks. The major 

effort was directed on making the DFN and ECM approaches similar in their conceptual 

representations. This allows for separating differences related to the interpretation of the test 

conditions and parameters from the differences between the DFN and ECM approaches.  The two 

models were compared using a benchmark test problem that is constructed to represent the far field 

(1x1x1 km3) of a hypothetical repository in fractured crystalline rock.  The test problem setting uses 

generic fracture properties that can be expected in crystalline rocks. The models were compared in 

terms of the: 1) effective permeability of the domain, and 2) nonreactive solute breakthrough curves 

through the domain. The principal differences between the models are mesh size, network 

connectivity, matrix diffusion and anisotropy. We demonstrated how these differences affect the 

flow and transport. We identify the factors that should be taken in consideration when selecting an 

approach most suitable for the site-specific conditions. 

 Understanding solute dispersion and mixing in fracture networks: Using the DFN model, we 

performed dispersion and mixing simulations on three dimensional fracture networks. The new 

capability was developed to calculate and analyze subsurface transport dispersion. We designed 

two synthetic networks to isolate the influence of structure and disorder at the macro-scale and then 

compared its importance relative to moderate levels of hydraulic heterogeneity. Our study shows 

that, as hydraulic heterogeneity increased, both longitudinal and traverse dispersion also increased; 

the less mechanical dispersion observed in the structured network appeared to be linked to the 

higher levels of connectivity than in the poorly connected random network; for moderate levels of 

hydraulic heterogeneity, fracture network structure is the principal control on transport times and 

dispersion within fracture networks. We applied a DFN model to interpret tracer diffusion data 

obtained from the Long Term Sorption Diffusion Experiments conducted in Sweden.   Experiments 

were focused on tracer transport in the stagnant pore water of the rock matrix. Analyzing the shape 

of the tracer penetration profiles observed in the experiment and comparing it to the predicted 

general shape of a 1D diffusion model, vastly different behavior was observed for the natural 

fracture surfaces and for the unaltered rock matrix. The micro fractures were observed in different 

slices of the sample core. Several slices of the individual cores had micro fractures that were fresh 

and consequently they were likely newly formed, i.e. induced by drilling or stress release. Our 

study focuses on understanding how micro fractures, which provide faster transport paths, affect 

the penetration profile. The DFN model was used to investigate, how the thickness of fractured 

layer affects the penetration profile of tracer driven by pure diffusion. The obtained results 
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emphasize the importance of including heterogeneity into the simulation process.  Micro fractured 

surface contributes to initial fast decrease of concentration followed by a slower penetration as 

tracer gets into homogeneous medium. 

 Synthesis of field data into a flow and transport model: Through the Development of Coupled 

Models and their Validation against Experiments (DECOVALEX-2019) project, we obtained a 

comprehensive set of hydrologic and chemical data from a research tunnel at 500 m depth, at the 

Japan Atomic Energy Agency (JAEA) Mizunami Underground Research Laboratory (MIU). The 

objectives of this work is to develop a general workflow or methodology to synthesize field 

observations and measurements into a flow and transport model. Fracture data analysis and 

preliminary modeling analysis were performed. The fracture data analysis utilizes fracture data 

collected in the research tunnel and monitoring borehole 12MI33. A discrete fracture model was 

developed based on fracture orientation, size and intensity derived from the fracture data analysis. 

The discrete model was then upscaled to an effective continuum model that could be used for flow 

and transport simulations. A preliminary modeling analysis was conducted to predict inflows into 

the inclined drift and the Closure Test Drift (CTD) as a function of the extent of tunnel excavation. 

The predicted inflow rates are comparable to field measurements.  
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