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Summary

This study was initiated to quantify and characterize the uncertainty associated with the degradation
mechanisms impacting normal dry storage operations for used nuclear fuel (UNF) and normal
conditions of transport in support of the Spent Fuel and Waste Science & Technology Campaign
(SFWST) and its effectiveness to rank the data needs and parameters of interest. This report
describes the technical basis and guidance resulting from the development of software to perform
uncertainty quantification (UQ) by developing and describing a holistic model that integrates
the various processes controlling Atmospheric Stress Corrosion Cracking (ASCC) in the specific
context of Interim Spent Fuel Storage Installations (ISFSIs). These processes include the daily
and annual cycles of temperature and humidity associated with the environment, the deposition of
chloride-containing aerosol particles, pit formation, pit-to-crack transition, and crack propagation.

Scope: The near-term objectives of the SFWST Campaign’s Storage and Transportation (S&T)
task within the United States (US) Department of Energy’s Office of Nuclear Energy (DOE-NE)
are to use a science-based approach to develop the technical bases to support the continued safe
and secure storage of UNF, develop technical bases for retrieval of UNF after extended storage,
and develop the technical bases for the transport of high burnup fuel after extended periods of dry
storage. Prior efforts by SFWST and other organizations (e.g., Nuclear Regulatory Commission
[NRC], Nuclear Waste Technical Review Board [NWTRB]) and other countries (including Hungary,
Korea, Germany, Japan, Spain and the United Kingdom [UK]) have identified and ranked data needs
and modeling needs (also termed “gaps”) to complete the technical bases for extended storage.
Technical needs were ranked on both their likelihood and the consequence (impact) on licensability
and thus safety. Given the large scope, and the large number of high and medium priority data
and modeling needs identified for the development of the desired technical bases for the extended
storage and transportation of UNF, UQ tools and methodologies are required to provide an informed
guidance on the most influential/critical research with the highest payoff (in this case, exemplified
by a significantly greater understanding to improve initial or renewal licensing).

Application of UQ methodology to SFWSTC R&D objectives: The application of UQ method-
ology for its application to degradation mechanisms identified within the SFWST is divided into
five tasks originally identified in preliminary report Ref. 1:

1. Identify performance characteristics for specific degradation mechanisms (atmospheric stress
corrosion cracking (ASCC) of welded canisters).

2. Link the degradation mechanisms to the regulatory requirements in a mathematical framework:
understand performance requirements in a mathematical formulation.



20

25

30

35

Stress Corrosion Cracking UQ
ii March 28, 2019

3. Analyze the composition of available data (experimental and numerical): identifying the
uncertainties associated with the degradation mechanisms (in this case ASCC) and associated
cross-cutting needs.

4. Identify performance characteristics with insufficient data: rank phenomena/input parameters
based on performance requirements.

5. Perform preliminary decision making analysis.

Tasks 1-3 address the objective of developing a methodology to quantify and characterize the
uncertainty associated with the degradation mechanisms. Tasks 4 and 5 deal with the second
objective of demonstrating the effectiveness of this approach to rank the data needs and parameters
of interest. This interim report primarily addresses tasks 1—4. This conceptual UQ methodology
supporting analysis of storage and transport of used nuclear fuel provides:

e A way to formally describe that analysis,

e A clear path from formal description to computational implementation to written documenta-
tion.

lllustration of the methodology to ASCC: The application of UQ in this study has been demon-
strated on a specific degradation mechanism, namely, environmentally- (chloride-) induced stress
corrosion cracking (SCC) of welded canisters. This example represents a gap in knowledge, data
and models for a phenomenon ranked “very high” for both likelihood and consequence. Although
the state of knowledge regarding atmospheric corrosion in general is mature enough to identify the
conditions necessary for corrosion (environment, residual stress and material susceptibility), it is not
clear if these conditions exist now (or in the future) at specific storage locations. The thermal profile
cross-cutting need, whose closure is necessary to provide inputs to SCC analyses was selected to
illustrate the necessity of incorporating cross-cutting needs to understand the uncertainty in the
inputs they provide to the model. The remaining cross-cutting needs are not considered in this pilot
study.

Identification of performance requirements applicable to atmospheric stress corrosion crack-
ing of welded canisters (Task 1): The regulatory requirements for site-specific and general
licenses for storage and transportation of UNF pertaining to ASCC are described in Title 10 of
the Code of Federal Regulations (10 CFR) Part 72 “Licensing Requirements for the Independent
Storage of Spent Nuclear Fuel, High-Level Radioactive Waste, and Reactor-Related Greater than
Class C Waste” (10CFR 72.3, 10CFR 72.166, 10CFR 72.236). Additional regulatory guidance
can be found and extracted from a series of Spent Fuel Storage and Transportation Interim Staff
Guidance (ISG), U.S. Nuclear Regulatory Commission Regulation (NUREG), NUREG/CRs, and
industry standards documents (NUREG-1536, ANSI N14.5-1997). In the context of the pilot study,
this work focuses on the confinement function.

The above mentioned regulatory requirements (regulatory verbiage) were converted into the
quantifiable performance of no through-wall SCC penetration. This metric permits meaningful
uncertainty and sensitivity analyses of the ASCC model.
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Development of a numerical model for ASCC with inclusion of uncertainty (Task 2): This
step corresponds to the selection, development and running of a numerical model representing
the degradation mechanism of interest, in this case ASCC. An ASCC model for welded canisters
similar to those stored in near-shore and inland environments was constructed leveraging existing
corrosion models into a newly developed, integrated, self-contained, software to implement the
component models and perform data analysis. The ASCC model describes relevant physical
phenomena that collectively describe SCC of welded canisters in marine and inland environments.
The analytical output of the study is a probabilistic evaluation of the likelihood (and time in storage)
of welded canisters to develop through-wall cracks for a storage system and thermal load similar
to systems currently housed at ISFSIs, subsequently identifying areas for more focused attention.
The ASCC model evaluates the environmental conditions on the surface of the storage canister as
a function of surface location and time, and determines when the environmental conditions at a
given location support localized corrosion. Pit initiation and growth lead to SCC crack initiation
and growth which are tracked at selected locations until a crack forms or 100 years of storage
have occurred. Probability distribution functions describing the various parameters characterizing
relevant physical phenomena and corrosive conditions that collectively describe SCC of welded
canisters have been extracted from literature data review including both field data, laboratory test
data, and numerical analyses. Ambient temperature, relative humidity, pit growth rate, crack growth
rate, weld residual stresses and weld location are the physical and geometrical parameters that were
considered uncertain.

Probability of the time in storage before the first through-wall crack occurs (Task 3): In
order to quantify and rank the importance of the variance of each uncertain input on the variance
of the output of interest (probability of through-wall crack occurring during storage), sensitivities
analyses were conducted. Using the newly developed probabilistic model, existing ISFSI sites were
modeled to predict time to crack penetration of the canister. These results illustrate the capability of
the model, but also demonstrate the importance of reducing the uncertainty in certain parameters that
result in behaviors not representative of the limited experimental studies that have been conducted.
The current regulatory framework supports at least the first 80 years of dry cask storage (including
the initial licensing and maximum renewal). It is important to note that 10 CFR 72 does not define
confinement as complete isolation; rather it defines site dose limits, so through-wall cracks do not
necessarily mean failure to meet the regulations. However, the crack growth (and the size of the
crack) are factors in the leak rate and subsequent calculation of dose.

The input parameters having the biggest impact on the time in storage before the
first through wall crack occurs were identified as being:
1. Critical Stress Intensity factor for crack formation (Ky,)
2. Atmospheric Salt Concentration ()
3. Radial weld location
4. Parameterization of chloride particle size distribution (ky, 6y)

with the listed parameters contributing 74% of the variance. These four inputs are
identified as areas of interest for additional research to reduce model uncertainty. The
sensitivity analysis is dependent on the range of the parameters considered and the
initial heat load, which was taken to be the reference case (24kW).
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As an illustration, this model was exercised to predict the life performance of both horizontal
and vertical canisters at operating ISFSIs exposed to chloride-containing aerosol particles in both
coastal and inland environments. Performance metrics such as time to crack initiation and time to
through-wall crack penetration were used to illustrate the capabilities of the present atmospheric
model. In addition, a global sensitivity analysis was conducted to identify the processes and input
parameters to the model that had greatest impact on these performance metrics. Finally, the analysis
was used as a means to identify data gaps and data needs for model parameterization and validation
and future improvements to this framework.

It is important to note that there is considerable uncertainty associated with the
parameters used to calibrate the SCC model, and the implementation in this
study was intended to be inclusive. Because of this uncertainty, the quantitative
results herein cannot be considered as representative of actual site performance
and should not be construed as such. Rather, quantitive results here should pro-
vide guidance regarding future research to generate data to make better choices
for parameter distributions as an essential part of improving pit and crack initi-
ation and growth predictions along with motivations for necessary experimental
measurements and characterization of specific inputs when doable.

Recommendations (Task 4): The recommendations for future development of uncertainty quan-
tification methodologies to provide guidance on which data, once obtained, will have the greatest
impact on meeting the SFWST S&T R&D objectives include:

e Comparison of multiple degradation mechanisms and identification of performance character-
istics with insufficient data

Perform uncertainty quantification analysis to quantify and characterize the uncertainty
associated with several selected degradation mechanisms impacting normal dry storage
operations and normal conditions of transport.

Degradation mechanisms to consider include: atmospheric stress corrosion cracking
(SSC: welded canisters, ranked 2 in SFWSTC gap prioritization report), hydride reori-
entation and delayed hydride cracking (SSC: cladding, ranked 4).

Cross cutting needs considered include: thermal profiles (ranked 1), stress profile
(ranked 1) (note the link between the stress intensity factor and residual stress) and
drying issues (ranked 3).

Ranking the degradation mechanisms and quantifying how much the data uncertainty
affects this ranking.

Ranking the joint input space common to all degradation mechanisms.

Ranking disjoint input spaces specific to each degradation mechanism.

e Improvement of uncertainty characterization and sampling strategies:

Inclusion of the appropriate separation of aleatory and epistemic uncertainty. Separation
of the uncertainties will enable distinguishing between the likelihood of failure (i.e.,
aleatory uncertainty) and the confidence of failure (i.e., epistemic uncertainty).
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— Importance sampling or other reliability methods need to be considered.

e Improvement of the atmospheric chloride induced stress corrosion cracking model of welded
used fuel storage canisters in marine locations:
— Inclusion of pre-existing manufacturing defects should be considered.

— Improvement of the functional form representing the weld residual profile through the
thickness of the canister wall.

— Modification of the pit initiation and pit growth model and their dependence on the
aqueous environment.

— Inclusion of chloride dependence of the crack growth rate equation.

— Integration of alternative conceptual model such as intergranular SCC of sensitized
stainless steel using a model based on percolation theory.

— Integration of a crack coalescence model.

— Expansion of material properties beyond 304 stainless steel.
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Symbols

Constants & mathematical symbols:

F [C/mol] — Faraday constant

R [J/mol /K] — ideal gas constant

¢ — Constant value

N — normal distribution

N, M, Q — CDF of normal distribution
InV — lognormal distribution

R — CDF of lognormal distribution
w — uniform distribution

p —a random number where (0 < p <'1)
F~(p) — Probit function of p with distribution F
E

— expectation value

Environment model:

Tax [°C] — maximum temperature

Tin [°C] — minimum temperature

Tiet[°C] — maximum reference temperature

(Tdew ) max 1°Cl — maximum dewpoint

(Tdew ) max °Cl — minimum dewpoint

aj — maximum temperature temperature-scale

by — maximum temperature temperature-shift

c1 — maximum temperature time-scale

dy — maximum temperature time-shift

a — maximum temperature standard deviation temperature-scale
by — maximum temperature standard deviation temperature-shift
) — maximum temperature standard deviation time-scale

d — maximum temperature standard deviation time-shift

1N — minimum temperature shift

o1 — minimum temperature standard deviation

U — maximum dew-point shift

(e2) — maximum dew-point standard deviation

U3 — minimum dew-point shift from max dew-point

03 — minimum dew-point standard deviation

Canister model:
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Weld #1 Radial

Loc.

Weld #2 Radial

Loc.
t [m]

—radial Location of Weld #1

—radial Location of Weld #2

— canister wall thickness

Deposition Model Parameters:

Teny [°C]
At [s]

ug [m/s]
Re

7, [MPa]
Cy

u* [m/s]
dimin [Lm]
dmax [fim]
D [m]

Dg [m?/s]
g [m?/s]
Vi[m/s]

d [pm]

Coomass
C[kg/m’]
Coo [kg/m?]
Nbins

Psalt [kg/m3]
J[kg/m?/s]
s[ug/m’]
Cy

ky

6y [1m]

U [m/s]

s [m/s]

p [kg/m’]
DD [g/m?/y1]
nmy [kg/mz]

— environmental ambient temperature

— timestep for deposition model (not weather model)

— deposition velocity of particles onto the cansiter wall
— Reynold’s number

— shear stress at the canister wall

— coefficient of friction at canister/pipe wall

— friction velocity

— minimum aerosol particle size

— maximum aerosol particle size

— diameter of the pipe/canister

— coefficient of Brownian diffusion

— coefficient of turbulent particle diffusion

— surface orientation factor for deposition

— turbophoresis velocity

— particle diameter

— particle number density

— particle mass density ratio

— particle mass density

— particle concentration far from the wall density

— number of bins for aerosol particle size histogram

— density of atmospheric salt particle

— particle-flux

— atmospheric concentration of chloride-containing particles
— magnitude scaling factor for particle size gamma distribution
— shape parameter for particle size gamma distribution
— scale parameter for particle size gamma distribution
— wind speed far from the pipe/canister wall

— gravitational sedimentation velocity

— density of dry air

— areal deposition density chloride on canister surface
— areal deposition density chloride on canister surface at time ¢
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Maximum pit depth model:

WRS —acronym for Weld Residual Stress

owrs [MPa] — weld residual stress

Erp [VscE] — repassivation potential

(Erp), o [A/ m?]  —reference repassivation current

<Erp)ref [VscEl — reference repassivation potential

b [V /decade] — Tafel slope

WL [m] — Thickness of electrolyte (salt brine) layer

EL [V] — corrosion potential

K [Q/m] — conductivity of brine solution

Ry [%] — minimum relative humidity required to cause pit growth

Galvele [A/m] — pit stability product

i[A/m?] — equilibrium cathode current density

Fa [tm] — pit depth (radius of anode)

Feq [m] — equilibrium pit depth (radius of anode)

i.[A/m?] — cathodic polarization

ip[A/m?] — passive current density

Torine [4M] — thickness of brine layer

Repassivation potential model:

Tiet[°C] — reference temperature for free energy calculations
abulk — thermodynamic activity in bulk solution

Ag” (Tiet) [kJ/mol] — free energy of adsorption/dissolution

Ah7 [kJ /mol] — enthalpy of adsorption/dissolution

01 & 64 ; — adsorption isotherm for species j

n — reaction order parameter

4 — electrochemical charge transfer coefficient

AG 45 [kJ/mol] — free energy of adsorption

Crack initiation & growth model parameters:

oy [MPa] — yield stress

K [MPa/\/m] — stress intensity factor for mode I fracture

K [MPa/+/m| — threshold stress intensity factor for mode I fracture
Y — geometry factor used in stress intensity factor

T [°C] — reference temperature for crack growth

o — crack growth rate at T¢,

B — stress intensity exponent
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o — 3 correlation — empirical correlation coefficient between o and 3
xgoec [m/s] — crack growth rate at 80°C

O, [J] — activation energy for crack growth
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1 Introduction

Atmospheric stress corrosion cracking (ASCC) is a critically important consideration when esti-
mating the lifetime of engineered structures operating in corrosive environments. For example,
chloride-induced ASCC of welded zones is a well-documented mode of attack for austenitic stainless
steels (including 304SS and 316SS) in marine environments [23]. For atmospheric stress corrosion
cracking to occur, three conditions need to be met simultaneously: (i) a susceptible material, e.g.,
301, 304, and 316 steels, although —L grade steels have less susceptibility; (ii) tensile stresses, either
due to exerted loading or as residual stresses as observed in welds and heat affected zones; and (iii)
a corrosive environment including: the chemical environment on the metal surface of an engineered
structure, surface temperature and relative humidity; all of which are influenced by the geographic
location and the engineering system considered.

The majority of the current approaches for modeling atmospheric stress corrosion cracking are
based on continuum models [3, 13, 24-26] integrating together the three conditions listed above with
various degrees of description and accuracy. The combined complexities of both the environment
and the degradation processes occurring during atmospheric stress corrosion cracking present
significant modeling challenges. These include: (i) the development and integration of submodels
describing each process in a computationally efficient manner with the appropriate level of accuracy;
(i1) gaps in the experimental characterization of corrosion processes, particularly extrapolating
from laboratory settings to field settings; (iii) the subsequent validation of each submodel for the
intended use of the overall atmospheric stress corrosion cracking model; and (iv) the improvement
of the reliability and predictability of such integrated models to assess the structural integrity of
components subjected to atmospheric stress corrosion cracking. In order to overcome some of these
challenges and to accurately predict the performance of susceptible components, any comprehensive
computational model aiming at simulating the processes involved in ASCC must consider and
integrate several modeling components in the design of such framework.

First, recognizing that a precondition for atmospheric stress corrosion cracking is the presence
of corrosive species and moisture to initiate surface localized pitting (e.g., from dust and aerosols),
an atmospheric stress corrosion cracking modeling framework needs to have the ability to describe
such an environment. Thus, an environmental submodel needs to account for the geographic
location and the associated representation of its environment in terms of dust and aerosol sources,
composition and concentration of the salts, and temperature and humidity variations, to name
a few. The geographic location naturally impacts the composition and form of the corrosive
species, with coastal sites containing higher amounts of chloride-bearing sea-salts [27], while inland
sites are generally more impacted by local soil and geology; containing higher levels of silicate,
aluminosilicate, carbonate materials, ammonium, sulfate, and nitrates. Road salts and power plant
emissions are another significant source of salts but are not expected to be significant beyond several
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hundred meters from the source [17]. The effect of features such as vegetation, pavement, and
buildings has sometimes been considered, for example using Computational Fluid Dynamics (CFD)
techniques for modeling the deposition of salts [13], but are typically ignored altogether when
modeling the evolution of the environment in an atmospheric stress corrosion cracking model. For
instance, a detailed model [3] exists for the generation and deposition of salts but is limited in
applicability as factors such as coastal geography and regional climate cycles need to be carefully
included in the parameterization. In addition to salt sources, conditions for the deposition of salts
onto surfaces of susceptible materials are also important factors to consider in the development of
the environmental model. Indeed, deposition conditions are strongly influenced by the geometry
and orientation of the structure considered with respect to airflow [6, 10-12, 28-31], but also by
turbulence and local conditions near the surface of the attacked material [13]. For example, the
analytical deposition model of Piskunov [10] yields a deposition velocity that is directly proportional
to the local environment in terms of friction velocity near the surface, which is closely related to the
turbulent kinetic energy and deposition conditions.

Second, an ASCC model for passive metals needs to capture the process of localized pitting
corrosion ranging from pit initiation by attacking the passive oxide film formed on the surface of
the susceptible metal, to the formation of metastable pits, to the transition to stable pits and their
subsequent growth, to the eventual stoppage of pit growth through the process of repassivation.
It is agreed that corrosion pits propagate as a result of the development and maintenance of an
elevated local acidity. As far as the nucleation of pits is concerned, different mechanisms for the
initiation of pitting corrosion have been proposed. Various models have been proposed to account
for physical phenomena such as, cracking and slow healing of the passive film [32], the development
of critical acidity levels in microscopic flaws [33], defect transport in passive films [34, 35], chloride
adsorption or incorporation into localized areas of passive film [36], local thinning of the oxide
under chloride “islands” [37] or, local acidification related to local adsorption of chloride [38].

Modeling of initiation and growth of pits is typically handled in two different ways [39]:
stochastically or deterministically. Stochastic models [40—43] typically describe the likelihood of
pit initiation in the form of a probability distribution function (PDF) at a given location under given
environmental conditions. These models describe pit growth as a function of time using stochastic
fits to experimental data showing how pit size populations evolve through time. These formulations
are dependent on experimental parameterization and must be extrapolated to any time or environment
not covered by the calibrating experiments. It is however particularly difficult to parameterize
the time dependent evolution of such models since, without experimental characterization of
the time dependence of growth parameters, these models will predict growth even after a pit
repassivates [44]. On the other hand, deterministic models for pit growth are more complex and
rely less on time-dependent experimental data. Instead, they rely on fundamental electrochemical
physical quantities [39, 45-48]. These models propose a deterministic damage evolution function
that uses short-term data to parameterize long-term behaviors [46]. Electrochemical limitations
within the description of such models are considered including for example how the geometry of
the pit can affect the propagation rate [45] or to emphasize the transport and speciation occurring in
the brine layer [25, 45]. Conversely, another class of deterministic models predicts the equilibrium
maximum pit depth [49, 50].These models have the advantage of not relying on establishing time-
dependent parameters often difficult to parameterize but rather depend on simpler, time-independent,
equilibrium electrochemical calculations for the maximum pit size that can form on the surface.
However, these models are limited by their assumption to predicting the maximum possible pit size,
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and do not account for potential kinetic limitations on pit growth.

Third, modeling of the transition from pit-growth to the crack-growth regime is generally
handled through two widely used conditions [43]: (i) when the calculated stress corrosion crack
growth rate, which increases with depth, exceeds the corrosion pit growth rate, which decreases
with depth [51]; or (i1) when the pit depth increases to the point that the equivalent surface crack
would have a stress intensity factor (K) that exceeds the threshold stress intensity factor (Ki,)
for crack growth. Typically, atmospheric-induced crack propagation is assumed to obey linear
elastic fracture mechanics and behave as a Mode I crack (opening direction parallel to the tensile
stress) while assuming the stress intensity factor of a semi-elliptical crack [39, 43, 48]. It has been
noted that the pit-to-crack transition is statistical in nature [48], with cracks most often, but not
necessarily, nucleating from the bottom of corrosion pits when it is the zone of high stresses [52, 53].
Additional complexities emerge from the fact that the pit-to-crack transition may be dependent on
other microstructural features such as grain size or crystallographic texture [54].

Finally, an atmospheric stress corrosion cracking model needs to integrate a crack growth
submodel calculating the crack extension in length and in depth as a function of time. Various
models are continuously proposed to consider, among many factors, temperature (thermally activated
processes), stress intensity factor (crack tip geometry), mechanical loads (exerted or residual),
materials properties (e.g., yield strength or degree of sensitization), and environmental factors [26,
55-58]. A critical component of a cracking submodel is the representation of the exerted or residual
stresses that must be included for accurate predictions of subcritical crack growth. Such a corollary
is especially important in the case of weld residual stresses (WRS). Local tensile residual stresses
imparted by the welding process are a primary factor in stress corrosion cracking. Thus, there is a
significant body of work to predict and model WRS distribution in welded components [55, 57, 59].
However, this work employs the WRS profile measured in a canister mock-up specifically conducted
for the SFWST program [22].

As the review above indicates, while there are many existing approaches for modeling each
of the individual processes involved in atmospheric stress corrosion cracking, there are relatively
few existing holistic approaches that integrate pit initiation, pit growth, along with the pit-to-crack
transition and subsequent crack growth while considering the complexity of the environments in
terms of salt concentrations, salt deposition conditions and residual stresses. Examples include
pitting and stress corrosion cracking models developed for application to steam turbine blades [47,
48], although these do not explicitly address salt deposition and therefore limit their applicability to
atmospheric stress corrosion cracking. One of the rare examples for an integrated model applicable
to ASCC is a modeling framework for atmospheric Zn corrosion in a coastal environment, outlined
by Cole et al. [3]. This model includes experimentally parameterized models for atmospheric salt
concentrations [3], salt deposition [13], pitting, and crack propagation. An expanded methodology
was more recently proposed including a detailed model of corrosion under salt-water droplets
with porous oxide layers [25]. The importance of integrated atmospheric models results from the
assumed importance of factors like time of wetness [25], a condition for minimum relative humidity
(RH) [60], and minimum electrolyte layer thickness or volume [6] may be more important to SCC
than previously realized.

In light of the above design requirements for developing a comprehensive ASCC model, this
interim report describes a holistic model which integrates the various processes controlling atmo-
spheric stress corrosion cracking. As illustrated in Fig. 1.1 and in Sections 3.2-3.7, this framework
integrates a suite of submodels to represent the atmospheric conditions including the daily and
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annual cycles of temperature and humidity associated with the environment, the deposition of
chloride-containing aerosol particles on the surface of a corrodible component [10], pit formation
model [50] for the maximum pit depth that can be supported for given humidity and temperature
conditions, along with a given amount of salt deposited, pit-to-crack transition [51], and crack
propagation driven by residual tensile stresses.

This model improves on the preliminary model developed and exercised in Dingreville et al.
[1] to predict the life performance of a UNF canisters sites at ISFSIs that are exposed to chloride-
containing aerosol particles in both coastal and inland environments. The susceptible material was
taken to be 304 and 316 stainless steels, from which the canisters are typically manufactured. The
corrosive agent is taken to be chloride ions supplied by deposition of salt aerosol particles present
in the atmosphere. The stress field needed for stress corrosion cracking to occur is the measured
residual stress present in the welds of a mock-up canister [22]. Performance metrics such as time
to pit formation, time to crack initiation, and time to through-wall crack propagation are used to
quantify the service life of these canisters. In addition, a global sensitivity analysis [61-63] was
conducted in Chap. 5 to identify the processes and model input parameters that had greatest impact
on these performance metrics. In turn, such analysis was used as a means to identify data gaps and
data needs for model parameterization, validation, and future improvements to this framework.
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2 Study Description

2.1 Scope

The near-term objectives of the SFWST Campaign’s Storage and Transportation (S&T) task within
the United States (US) Department of Energy’s Office of Nuclear Energy (DOE-NE) are to use a
science-based approach to develop the technical bases to support the continued safe and secure
storage of UNF, develop technical bases for retrieval of UNF after extended storage, and develop
the technical bases for the transport of high burnup fuel after extended periods of dry storage.
Prior efforts by SFWST and other organizations (e.g., Nuclear Regulatory Commission [NRC],
Nuclear Waste Technical Review Board [NWTRB]) and other countries (including Hungary, Korea,
Germany, Japan, Spain and the United Kingdom [UK]) have identified and ranked data needs
and modeling needs (also termed “gaps”) to complete the technical bases for extended storage.
Technical needs were ranked on both their likelihood and the consequence (impact) on licensability
and thus safety. Given the large scope, and the large number of high and medium priority data
and modeling needs identified for the development of the desired technical bases for the extended
storage and transportation of UNF, UQ tools and methodologies are required to provide an informed
guidance on the most influential/critical research with the highest payoff (in this case, exemplified
by a significantly greater understanding to improve initial or renewal licensing).

2.2 Summary of Changes from Preliminary Report

e Reformulated model from implementation in proprietary GoldSim software to a self-contained
portable implementation written in FORTRAN 95.

e Replaced pit initiation model with that of Chen and Kelly [50].

e Replaced NRC modeled WRS data with experimental measurements from Enos and Bryan
[22].

e Replaced crack growth parameterization with updated values from Bryan and Enos [21].

e Added chloride particle deposition model that uses particle size distribution, atmospheric
concentration, and analytical approximation of fluid dynamics deposition model (including
the effects of turbophoresis, gravitational settling, Brownian diffusion, and turbulent diffu-
sion) to predict amount deposited on surface as a function of orientation, air velocity, and
temperature [10].

e Addition of code verification unit-tests for quality assurance.
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2.3 Task Definitions

This interim report covers a range of topics including:
1. V & V of ASCC capability
2. Global sensitivity analysis
3. Demonstration of model predicting ASCC at an ISFSI

4. A discussion of the technical basis for evaluating the risk of ASCC at sites with active or
proposed ISFSIs

5. Preliminary evaluation of risk and uses for the modeling capability’s output to that could result
in cost savings by predicting canister lifetime to generate inspection schedules at existing
ISFSIs while helping to site new ISFSIs.

2.4 Sources of Uncertainty & Data Gaps

Before acknowledging the assumptions that are made in construction of the model, a survey of
the current state of knowledge and experimental data is needed to quantify uncertainty in model
parameters. The following discussion will identify sources of uncertainty in the environment, the
physical mechanisms of SCC, material properties, the manufacture and finishing of the canister, and
uncertainty introduced by the numerical model itself.

2.4.1 Uncertainties in the Environment

SCC is driven by a combination of susceptible material, tensile stress, and the presence of corrosive
conditions provided by the environment. Ultimately, the variability of the weather and in the supply
of corrosive species are important factors, as are variability in the fuel assembly heat load and
transfer rate of that heat to the environment.

Assumption 1 SCC can only occur if the deposited corrosive salt is deliquescent. Due
to the shelter provided by the concrete overpack, atmospheric humidity is the only
supply of moisture to the canister surface. It is therefore assumed that other moisture
infiltration such as dripping water for example is disregarded.

2.4.1.1 Chloride present in the atmosphere

The challenge of determining aerosol chloride concentrations at specific ISFSIs is largely due to a
lack of data. The primary source of chloride-containing salt is airborne sea-salt, so proximity to
the ocean or brackish water is a dominant factor influencing particle size and concentration [14,
16]. Estimates of atmospheric chloride concentrations are available throughout the U.S. via the
EPA’s Clean Air Status and Trends Network (CASTNET) of aerosol detectors [64]. However, the
CASTNET sites do not overlap with any ISFSIs. Additional complications result from airborne
chloride chemically reacting with other ions present in the atmosphere. A chief concern is the
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replacement of C1~ with SOi_ or NOj in sea-salt particulates [27]. Not only is chloride replacement
a concern, but those species may also result in corrosion of steel.

The presence of structures [13], including the concrete overpack and canister storage buildings
may be important factors. Although little data is available, in a coastal environment, it does not
appear that the presence of structures substantially reduces the airborne salt concentration, but the
particle size distribution may be reduced [14]. The lack of chloride reduction due to structures
contrasts strongly with the conclusions reached by Cole and Paterson [13]. It may be that the
actual aerosol chloride concentration and deposition rate is highly site-specific. One aspect of salt
deposition that is well supported is that the deposition of salt is a strong function of distance from
the ocean. Figure 2.1 uses data from around the world in various climates and terrains. This plot
shows the difficulty in establishing a simple model for the chloride deposited at any given site given
the wide range of measurements obtained at any site at a fixed distance from the shore.

Assumption 2 Due to the lack of site-specific data, interpolation of CASTNET detector

data will be used to provide estimates of the concentration of atmospheric chloride at
ISFSIs.

Assumption 3 Due to the extreme site-specificity of factors such as buildings, foliage,
geographic features, and canister overpack, the ambient salt concentration and particle
size distribution within the overpack will be assumed identical to the measured values
or estimates made outside of the overpack.

Additionally, the local environment at an ISFSI has significant implications for the supply
of atmospheric chloride-containing salts including the nearby application of road salt [17] and
proximity to cooling towers [65, 66]. Measurements of salt particle size from cooling towers at
the Chalk Point fossil generating plant [66], drawing from brackish waters of the Chesapeake Bay,
indicate that nearly the entire mass of salt deposition consists of particles between 300 um and
500 um in diameter. However, particle size measurements at Crystal River, FL [67], and Indian
Point, NY [68] indicate much smaller particles with the most likely being between 20 um and
200 um. The only airborne salt concentration data available from cooling towers is from two
600 MW fossil units with two natural-draft cooling towers and up to multiple smaller mechanical
draft helpers. This data is used to represent an extreme value of salt load as the cooling water
is drawn from the ocean. The measurements found a maximum of 18.82 ug/ m?> chloride within
0.22km of the tower (this assumes NaCl is the only source of chloride). Similar measurements
for nuclear plants or those drawing from fresh water sources are unavailable. The challenge of
accounting for the salt generated by cooling towers is due to the specific direction and distance of
an ISFSI from a cooling tower relative to the prevailing winds. This work uses the particle size
data from Chalk Point, Indian Point, and Crystal River, to establish bounds to the uncertainty of the
particle size. Atmospheric concentration data from Crystal River is used to set an upper bound on
the salt source term from cooling towers.

Another potential source of chloride is salt applied to roads for deicing purposes during winter
months. A predictive model calibrated with data from I-55 near Lemont, IL, predicts that deposition
is undetectable at more than 2.5 km from the interstate highway [17]. This represents an extreme
scenario: a wide high-traffic (121,400 vehicles/day) road in a cold climate. As ISFSIs are typi-
cally located at active or decommissioned nuclear generating stations, the presence of any road
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Figure 2.1: Samples of annual chloride deposition onto salt candles and plates at sites around the
world as a function of distance from the ocean. References: Alcantara 2015 [2]; Cole 2004a [3];
Cole 2004b [4]; Corvo 2008 [5]; Li 2014 [6]; Mustafa 1994 [7]; Schindelholz 2013 [8]; Wallender

2014 [9].

approaching the traffic density and size of 1-55 is unlikely to pass so close to an ISFSI. Near to the
ISFSI, much lower traffic roads will be present. Traffic volume has a substantial influence on the
amount of salt deposited. The I-55 study does not discuss the effect on long-range atmospheric
aerosol concentration. However, for completeness, the source will be considered as an upper-bound
to generate conservative predictions for the time to crack penetration.

Assumption 4 The model considers that the chloride ion is the only corrosive species.
ANSI standard sea-salt is assumed for calculations of deliquescence, concentration,
and pH, regardless of the salt source.

Assumption 5 The model considers that the chloride ions result from one or more
sources: (i) environmental (background) sea-salt (ii) cooling towers, and (iii) deicing
(road) salt.

Assumption 6 Deposition of salt from cooling towers is highly uncertain due to lack
of data and not accounting for the amount of time that the plume falls on the ISFSI.
The time of expoure is ultimately governed by local weather conditions and the relative
locations of the tower, ISFSI, and direction of the prevailing winds. The uncertainty
is particularly large for the source concentration term as only a single upper-bound
value is currently available.

Assumption 7 Deposition of salt from nearby roads is highly uncertain due to lack of
data and extreme site specificity. The source in this work is taken to be an upper-bound
case assuming a large interstate highway in close proximity of an ISFSI.



20

25

30

35

Stress Corrosion Cracking UQ
10 March 28, 2019

2.4.1.2 Deposition of Aerosol Salt Particles

The rate and areal density of particle deposition can be influenced by a number of factors such as
air-flow velocity, salt concentration, salt particle size distribution, surface orientation, and surface
roughness.

Assumption 8 The deposition of salt particles is an irreversible process. Salt erosion
is disregarded. This approximation produces conservative (i.e., larger) estimated salt
loadings than might otherwise be expected.

2.4.2 Uncertainties in Canister Surface Temperature
2.4.2.1 Heat Transfer to the Environment

Heat transfer, and ultimately the surface temperature of the canisters is affected by a number of
parameters in the fluid modeling of the canisters. A constant ambient temperature was assumed
during modeling rather than one determined by the weather. Uncertainty exists in the amount of
heat that is conducted through the cask-to-pad interface. Effects of solar radiation were accounted
for using the procedure specified in 10CRF part 71.71. The effect on heat transfer by wind
flowing around the overpack or increase in internal convection velocity from wind is not considered.
Colleagues at PNNL performed detailed heat transfer calculations using CFD models to calculate
the surface temperature and airflow velocity across the canister surface [69, 70]. The temperature
values from these studies were used directly and any uncertainty present in the calculations carried
through to the present model.

Assumption 9 The variations in environmental temperature are accounted for in the
surface temperature model via offsets to a fixed temperature. Uncertainties in solar
heating of the overpack, convection cooling, emissivity, and seasonal temperature
variation are ignored. Canister surface temperatures are changed by the ambient tem-
perature such that the new surface temperature is determined by shifting the calculated
surface temperature value by the difference between the ambient and the calculation’s
reference temperature.

2.4.2.2 Heat Generation from Fuel Assemblies

The fluid flow models describing airflow between canister and overpack rely on accurate models of
the canister surface temperature. Canister surface temperature is effected by a number of factors,
all of which are uncertain, including: the total decay heat, axial temperature profile, assembly
axial position, and the presence of non-uniform fuel assembly burn-up or position within the
canister. The heat generation, and surface temperature of the canister, is of critical importance
for long-term storage. The high temperatures initially present prevent the deliquescence of salt
and thus the formation of an environment enabling ASCC to occur. As salt may deposit at all
temperatures, it will build up while the canister surface is warm enough to prevent deliquescence,
but significant amounts can build over time such that, when the canister is cooler, it may enable
ASCC to initiate readily. The location and total heat generated by the decaying fuel is modeled
using the ORIGEN-ARP code [71].
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Assumption 10 The uncertainty in decay heat and axial temperature variation of the
fuel are accounted for while the non-uniform distribution of fuel loaded within the
canister is ignored.

Assumption 11 The canister surface temperature is taken to be constant throughout
the thickness of the canister wall.

2.4.3 Uncertainties in Physical Phenomena Associated with ASCC

The mechanisms observed for atmospheric corrosion are similar to those observed in bulk aqueous
solutions —namely general and localized corrosion of various forms, including pitting, crevice
corrosion, and stress corrosion cracking. Atmospheric corrosion processes are profoundly impacted
by the morphology and physical configuration of the corroding surfaces as well as their position
relative to any potential sources of moisture or solid contamination. Morphology is determined by
surface roughness (scratches) and presence of contaminants (such as chloride-bearing salt particles).

Assumption 12 This study assumes that corrosion of the canister occurs by the mech-
anism of ASCC alone.

2.4.3.1 Pitting and Crack Initiation

Several different mechanisms for the initiation of pitting corrosion have been proposed. It is
agreed that corrosion pits propagate as a result of the development and maintenance of an elevated
local acidity. As far as the nucleation of pits is concerned, authors have variously emphasized,
among other phenomena, inhomogeneity in the metal, cracking and slow healing of the passive
film [32], development of critical acidity levels in microscopic flaws [33], defect transport in passive
films [35], and chloride adsorption or incorporation into localized areas of passive film [36], local
thinning of the oxide under chloride “islands” [37] or local acidification related to local adsorption
of chloride [38]. The state of knowledge of the relevant electrochemical parameters is very limited,
particularly at elevated temperatures where corrosion may occur in UNF canisters. Even in the
electrochemical modeling literature, no models exist for high temperature electrochemical corrosion-
related quantities such as the corrosion potential, repassivation potential, or cathodic conductivity.
Recently, experimental data has been gathered by Alexander and Schindelholz [18] (funded by the
SFWST program), that is used to bound electrochemical parameters such as the Tafel slope (b) and
the repassivation current (i) at room-temperature. However, no data is available at the present
time for elevated temperatures which are particularly relevant to the phenomena of ASCC in UNF
canisters.

Due to the lack of knowledge of the mechanism of pit initiation, this work makes the conservative
assumption that pit nucleation is not the limiting factor in pit formation; rather, hemispherical pits
nucleate instantaneously and their maximum depth is modeled in a way that is consistent with the
model proposed by Chen et al. [49, 50]. Hemispherical pits have been observed to form in simulated
marine environments on 316 stainless steel [72]. For this work, it is herein assumed that the pit
depth is only calculated when the surface RH is greater than a given threshold value as has been
observed experimentally [60].
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Assumption 13 The initiation of pitting corrosion is instantaneous once salt is present
on the surface and a critical value of RH is attained. Uncertainty in the critical RH
needed to initiate pit formation is accounted for in the model. This assumption is
conservative since incubation time is disregarded.

Assumption 14 Only hemispherical pits are present on the canister surface. This
assumption is made to be consistent with the maximum pit depth model employed. Even
though actual pits are rarely hemispherical, this assumption is reasonable since pit
geometry irregularity has been recognized to only play a secondary role in pit initiation
and pit growth.

2.4.3.2 Crack Propagation

The SCC growth rates in stainless steels have been measured in a variety of environments and are
strongly temperature dependent. The range of values for crack propagation has been considered in a
wide range of conditions in both immersed environments and humid ones by Bryan and Enos [21].
Deliquescence of marine salts, dusts, or other atmospheric deposits at elevated temperatures may
lead to faster crack propagation rates than under natural exposure conditions, but sufficient data exist
to estimate crack growth rates over the range of temperatures expected during the extended storage
period. Based on data summarized by Bryan and Enos [21] and plotted in Fig. 3.16, propagation
rates of up to 56.5mm/yr could be reached at 80°C, while a lower bound at 22°C is expected to be
0.174mm//yr.

Assumption 15 Uncertainty in the crack propagation rate implicitly accounts for
variations in the material properties. Uncertainty associated with crack growth incor-
porates either implicitly or explicitly key factors including material property factors
such as the stress intensity factor, degree of sensitization, and yield stress, and environ-
mental factors such as temperature, chloride concentration, and pH. However factors
such as crack profile or non-linearity in the constitutive behavior of the weld materials
are not considered.

2.4.3.3 Weld Residual Stress (WRS)

The WRS present in a canister depends strongly on the geometry and technique used to construct
the weld. Variation of material properties and the effects of solidification rate, largely influenced by
the rate of weld material deposition, also play a role in increasing the uncertainty of weld residual
stresses. Many of these factors are considered in the prediction of weld residual stresses performed
by Kusnick et al. [73] at the NRC. However, experimental data from a full-size storage canister
have been obtained for the SFWST program by Enos et al. [74]. It is the experimental results that
are used in this work to supply the WRS profiles. Material property, including microstructure,
variations play a key role in determining the magnitude, and to some extent, the spatial variation of
the WRS fields. Weld position and welding sequence play a very important role in the development
(magnitude, spatial sequence, tension, or compression) of the WRS fields [55, 57, 59]. In general, a
more rapid weld torch speed results in lower weld residual stress fields since the heated region is
smaller. For manual field welds used in pressurized water reactor (PWR) fabrication of welds, torch
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speeds are in the range of 1 to 3 mm/sec and the power inputs (amperage, voltage) are in the range
of 200 —250A and 10— 15 V.

Assumption 16 In this study, the above sources of uncertainty are implicitly taken
into account by assuming variability in the WRS profile throughout the wall thickness.
Due to the uncertainty in the welding process and the location of pit initiation that
occurs somewhere between the weld-centerline (WC) and the outer edge of the heat
affected zone (HAZ), the WRS profile actually used is somewhere between the two
extreme measured profiles. The WRS profile is also assumed to not change with time.

2.4.3.4 Crevice Corrosion

As with other factors that promote the development of the corrosive low-pH, high-chloride environ-
ment, the presence of crevices and crevice corrosion promote the initiation of SCC. There are many
potential crevice locations in storage systems, with perhaps the most important being the contact
between the canister and the rail in horizontal storage systems. This process may be critical for
corrosion and SCC of UNF storage canisters; however, as of today insufficient data are available
with direct application to the problem studied in this work.

Assumption 17 Crevice corrosion is not considered to be operating during SCC
processes. The depth of a pit is governed solely by the electrochemical maximum pit
depth model.

2.4.3.5 Radiolysis

Another factor that can affect corrosion (including ASCC) is the presence of gamma radiation from
the encased fuel leading to the formation of radicals and molecules after radiolysis of the water
(and brine) on the surface of the waste canister. Some of the species are highly oxidizing and
their reactions in pure water are numerous. In brine solutions, the reactions (and sheer number of
species) is complex, including radials and molecules of chloride species. Farmer et al. [75] reviews
work performed on gamma irradiation of austenitic stainless steels (such as 304) in water and salt
solutions, generally finding that the irradiation increased intergranular SCC even at low chloride
concentrations.

Assumption 18 Any effect of radiolysis on the composition of the brine is not consid-
ered, nor does radiolysis have any impact on the ASCC model.

2.4.4 Uncertainties Associated with Material Properties

SCC may lead to either partial or through-wall cracks depending on the residual stress profiles in
the fabrication and closure welds. According to Ref. 76, information on the fabrication processes
and welding parameters and the resultant residual stress is necessary to determine the consequences
of ASCC of the stainless steel canisters.
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2.4.41 Degree of Sensitization

ASCC occurs in heat-affected zones (HAZ) near welds not only because the weld residual stresses
are high in those regions, but also because the steel has become sensitized (localized Cr-depleted
zone in the materials). Sensitization lowers the corrosion potential of the steel, resulting in increased
localized corrosion (pitting). Because the metal corrodes more readily, it is easier to establish
and maintain the high chloride content and low pH necessary at the anodic region, in both the
pit and in the SCC. Sensitization has many effects on localized corrosion. Increasing degrees of
sensitization correspond to shorter incubation times prior to pitting and crack initiation, formation of
more pits and cracks, and more rapid pit and crack growth. Nakayama and Sakakibara [77] estimate
that the SCC initiation lifetime can decrease by more than an order of magnitude as the degree of
sensitization increases from 0 to 20%, and crack growth rates can increase by a factor of 5, for ASCC
conditions. The following inputs to the thermal profile are therefore affected, require estimation,
and are sources of uncertainty: On UNF storage canisters, the degree of sensitization varies with
the distance from the weld (see for example [77]) and through the cross-sectional thickness of the
metal. Variability in the weld geometry, welding process (heat input during welding, etc.) affect the
HAZ and sensitization of the materials.

Assumption 19 [t is assumed that the above mentioned effects of sensitization are
included implicitly in the corrosion rate data. In the context of this study, no specific
effort is dedicated to explicitly model and account for sensitization in a decoupled
manner.

2.4.4.2 Degree of Cold Working

Cold working affects corrosion resistance of stainless steels [78] by reducing the corrosion resistance
of the metal (martensite formation), which helps maintain aggressive solution chemistries in local
pits, and by increasing the dissolution rate due to an increase in the strain energy (dilatation of
the lattice). Uncertainties associated with cold work are inherent to the stainless steels used for
welded canisters since available laboratory and field corrosion data summarized in the literature are
based on samples with different treatments (including both solution-annealed, which should have
no cold-working, and as-received).

Assumption 20 In the context of this model, and in an effort to limit the parameter
input space, cold working is not considered in this study.

2.4.4.3 Iron Contamination

Contamination of the stainless steel surface with less corrosion-resistant forms of iron (e.g., tool
steel, or iron from rails), has been shown to increase the likelihood of SCC due to the readiness of
iron particles to corrode and intensify the stability of corrosive solutions in pits and in SCC. While
this may seem a minor effect, it has been suggested that instances of SCC at temperatures below
60°C are in many cases due to iron contamination on the stainless steel surface [79].

Assumption 21 [n this pilot study, the potential effects of iron contamination are not
considered due to a lack of information.
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2.4.4.4 Surface Finish

Rough surface finishes (> 1 wm) can promote initiation of corrosion, apparently by trapping water
and chloride 1ons on the surface [79]. Also, surface grinding can also produce large local variations
in stress, which may contribute by increasing strain energy and the dissolution rate of the metal. All
storage canisters have rougher surfaces than 1 yum.

Assumption 22 The potential effects of variable surface finishes are not considered
in this study due to lack of quantitative information understanding of their effects on
factors such as the critical stress intensity factor (Ky,).

2.4.5 Uncertainties in the Manufacturing and Assembly Processes of Canis-
ters

Uncertainties exist in the manufacturing and assembly of the cask, canister and (after removal from
the reactor and subsequent pool storage) the fuel assemblies. Some uncertainty considerations
include:

e The assumed straightness of fuel assembly and basket cells

e The assumed concentricity of the fuel assembly relative to the basket cell, and the basket
relative with canister during assembly process

e The estimated gap size:

Gap between basket and inner canister wall dominates thermal resistance in radial
conduction path [80, 81].

Conduction heat transfer between the basket and the canister wall was neglected [82].

Gap between basket and the canister wall is assumed to be nominally 13 mm [83].

The emissivity (considering view factor and finished condition) of the inside and outside
surfaces of the fuel rods/assemblies and fuel basket are estimated to be 0.8, while the
canister and cask are both estimated to be 0.9 [80, 81].

e The estimated pressure applied at the joint contacts
e The estimated gap size:

— Using separated laboratory components to determine contact resistance [81].

— Large uncertainties exist in the contact resistance between the heater rod and the flange,
as well as the contact heat transfer area

Some cask vendors have provided design documents with geometries that have allowed more
precise models to be generated. Modeling of other vendor/cask designs will rely on generic design
geometry. Specifically, storage casks are licensed using a generic Safety Analysis Review for
Packaging (SARP). Later, minor changes in dimensions and geometry are approved separately
and SARPs are not always readily or publicly available. This adds to the uncertainty in the ability
to model thermal profile for example. Examples include changing a ventilation pathway, adding
screening on ventilation ducts, and adding a flange to the base pedestal.
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Assumption 23 For the purpose of the demonstration of this study, most of the uncer-
tainties associated with manufacturing and assembling processes of canisters have
been ignored as they represent a second-order effect.

Assumption 24 Locations of the two longitudinal welds along the length of the canis-
ter are assumed to be independently and randomly located with respect to one another
since their location is not recorded when canisters are placed into the overpack.

Assumption 25 Circumferential welds are assumed to be present at the ends and the
longitudinal midpoint of the canister. Longitudinal (seam) weld locations are treated
as uncertain because their orientation is not reported.

Assumption 26 Canisters are assumed to be fabricated from standard 304SS. Uncer-
tainties in the material properties are implicitly included in the uncertainties in crack
growth, WRS, and electrochemical parameters.

2.4.6 Uncertainties Associated with Numerical Methods

Uncertainties exist in the implementation and design of numerical methods and models used to
represent all the sub models associated with SCC. For example, since canister and overpack designs
are typically complex, thermal models are often simplified and introduce uncertainties. Areas of
uncertainty in numerical models include:

1. Choice of spatial and temporal resolution.

2. Absence of detailed geometry of the canisters and estimation of effective materials properties
in the analysis (structural for WRS for example, thermal for the thermal profile).

3. Selection of methodology for solving physical mechanisms of interest (empirical model or
CFD) for thermal profile, for example).

4. Lack of validation against actual cask and canister measurements.

Assumption 27 In the context of demonstrating the methodology, uncertainties asso-
ciated with the numerical methods and models chosen to represent various physical
mechanism are not considered in this analysis.

The report continues with a discussion of the model construction and parameterization in
Chap. 3.
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3 Model Description & Parameterization

3.1 Integrated Model Structure

Each of the following subsections describes the submodel used for each physical component of
the SCC model, including the weather, aerosol deposition, crack initiation, and crack growth
components. The environmental SCC code described in this manuscript is implemented in modular
FORTRANOS and utilizes no external libraries, which ensures portability. Additional databases
are employed to store information such as brine layer properties (thickness and conductivity) as a
function of temperature and RH, residual stresses in the weld, and physical properties of air and
water. Storing this data in databases obviates the need for functional implementations, and permits
the data to be replaced with data sources for alternative corrosion chemistries or with more detailed
data, should it become available.
The program is outlined in Algorithm 1.
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Read site data;
Read simulation parameters;
Read tabulated data (pH, weather, steam tables, etc.);
for storage site do
Read site parameters;
for epistemic sample size do
Sample epistemic parameters;
for aleatory sample size do
Sample aleatory parameters;
Calculate equivalent current density Zeg;
Calculate maximum voltage drop AEmax;
for time do
L Calcluate weather data for timestep;

Create canister;

for pit do

L Grow cracks;
Write pit data;
Write weather data;

Post-process;

Initiate cracks using Chen & Kelly algorithm;

Algorithm 1: Outline of main SCC program
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3.2 Canister Submodel

Assumptions applied: 9, 10, 20, 22, 23, 24, 25, 26

3.2.1 Description

The geometry captured by the model is that of a cylindrical canister consisting of four welds
illustrated in Fig. 3.1. The segment consists of two plates bent and seam welded (joined along their
longitudinal direction) to form open-ended cylinders at welds #1 and #2. The cylinders are then
joined to each other with circumferential weld #4. The segment shown can be considered to be
joined by circumferential weld #3 to the neighboring segment so that weld #3 is present on both
ends of the canister segment.

3.2.2 Parameterization
3.2.2.1 Canister Surface Temperature

Surface temperature is modeled by sophisticated models describing the transport of heat generated
from radioactive decay via conduction and convection to the walls of the steel canister. In both
models, the decay heat is modeled using the ORIGEN-ARP code [71]. From the canister surface,
heat is transferred via radiative, natural convection of ambient air, and conduction through support
structures within the concrete overpack. Averaged effects of insolation and average environmental
temperature are considered, but is assumed to occur in still air due to the uncertainty induced from
variable weather conditions. Airflow about the canister is assumed to be turbulent.

For the horizontal canister a model was constructed with a design basis heat load up to
24kW [69]. The fuel loading contains 24 CE 14 x 14 assemblies using data from the generic
inland site. A map of the temperature on the surface of the canister is provided up to 92 years in
Fig. 3.2. Atmospheric temperature is assumed to be a constant 15.555°C.

For the vertical canister, a model is assumed to have an initial heat load of 30.17kW [70].
Atmospheric temperature is assumed to be a constant 15.555°C. The decay heat is generated by
assuming a generic low-burnup fuel housed in 32 WE 17 x 17 bundles. A map of the temperature
over 75 years is provided in Fig. 3.3.

The availability of only two models with different initial conditions makes a true comparison
between horizontal and vertical canisters impossible. However, this report will illustrate results for
both orientations at each generic ISFSI to allow for a true comparison. The model can be executed
with different initial heat loads based on the decay profiles calculated for the horizontal and vertical
canisters. It should also be noted that, even though only decay heats of 24kW and 30.17kW are
initially considered here, in general, that is toward the upper end of the initial decay heat range for
canisters currently in service. The oldest canisters were generally loaded with initial decay heats
well below this value. As such, additional heat loads will be considered in the future studies.

3.3 Environment Model

Assumptions applied: 1.
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Figure 3.1: Illustration of the geometry of the canisters including the coordinate system, and location
of the welds.

The ASCC model contains a description of the atmospheric conditions, including temperatures
and dewpoints, that vary daily and over the course of the year. The weather model is parameterized
to include stochastic variations that occur in the observed weather data.

3.3.1 Description

The environment sub-model is responsible for supplying the variable weather conditions at a site.
The weather is represented as a normal distribution that varies sinusoidally over the course of a year
where the timestep (day) is represented by index z. Discretization in time uses two values per day,
such that r = 0.5 day.

The temperature and dewpoint data is fit to the weather data by defining 7;.f (mean maximum
reference temperature). Ter is calculated using the parameters ay, by, c1, and d; in the equation:

. t
Tt = by +a sin (27: <%) c1—|—d1>. 3.1)

Variability in the weather is described as a reference standard deviation Oyes from the 7if using a
representation of the standard deviation parameterized with a,, b, ¢, and d; according to

. t
ot = by + ap sin (27: (%) ¢ +d2> . (3.2)

A random number p (0 < p < 1) is used to calculate the daily maximum temperature sampled from
the cumulative distribution function N of the normal distribution .4 (Tief, Ore), Where

Tnax =N"'(p). (3.3)

The minimum daily temperature is calculated with respect to the daily maximum with the difference
given by the cumulative distribution function Q of the normal distribution .4 (u;, 0}), such that

Tinin = min (TmaX7 Thax — Q_1 (p)) . (3.4)
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Figure 3.2: Horizontal canister surface temperature distribution for various elapsed times (heat
loads) assuming an ambient temperature of 15.555°C. Contour lines are present at 25°C increments.
Note, the elapsed time is measured from the initial heat load of (24kW)
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Figure 3.3: Vertical canister surface temperature distribution for various elapsed times (heat loads)
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The dew-point corresponding to the maximum daily temperature is sampled from the cumulative
distribution function M of the normal distribution .4 (L, 03), where

(Tdew)max = min (TmaXa Timax — m! (p)) . (3.5)

Similarly, the minimum daily dew-point is sampled from the cumulative distribution R function of
the lognormal distribution In.4#" (us, 03), where

(Tdew)min = min (Tmim (Tdew)max -R! (p)) . (3.6)

3.3.2 Parameterization

The model is parameterized using NOAA (National Oceanic and Atmospheric Administration)
weather data from 2012 to capture the daily variations in temperature and dew points, and the
variability of those quantities over the course of a year. The nearest weather station to each ISFSI is
used to fit the weather data.

3.4 Salt Deposition Model
Assumptions applied: 1, 2, 3,4, 5,6, 7, 8, 10, 11.

In the environments of concern to this model, the corrosive agent is assumed to be chloride
salt aerosols that originate from: the ocean, deicing (road) salts, and cooling towers at operating
nuclear plants. The model is general enough to account for other ions such as fluorine or sulfur
complexes if the pitting corrosion and deposition models are parameterized with the appropriate
data. Regardless of the source or corrosive agent, determining the amount of salt deposited on the
surface of the canister is of critical importance as it controls the thickness of the brine layer formed
by salt deliquescence, which in turn, is a very influential parameter in the corrosion model. The salt
deposition model consists of two parts: the deposition velocity, and the deposition flux submodel.
The deposition velocity model calculates the velocity of a particle towards the surface as a function
of its diameter. With that information, a deposition flux (fowling) submodel is then used to calculate
the amount of salt deposited on the surface of the susceptible material.

3.4.1 Deposition Velocity Model

Deposition conditions are strongly influenced by the geometry and orientation of the canister
considered with respect to airflow [6, 10-12, 28-31], but also by turbulence and local conditions
near the surface of the attacked material [13].

The deposition velocity model employed is the Piskunov [10] version of the isothermal de-
position velocity model for particulate deposition in a fully developed turbulent flow proposed
by Zhao and Wu [30]. The advantage of using the Piskunov version is that it contains analytical
approximations to the integrals described by Zhao and Wu which was validated for particles with
a diameter from 1072 to 10? um. A comparison of the deposition velocity model versus relevant
experimental results are presented in Fig. 3.4. While being much more computationally efficient,
Piskunov demonstrated that the analytical approximations to the integrals do not result in significant
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differences from the numerically integrated solution. The model includes terms to account for the
deposition mechanisms of gravitational settling, Brownian diffusion, turbophoresis, and turbulent
diffusion. The submodel for the particle flux j is

j= —(ep—I—DB)g—S—iuSC—H/tC, (3.7)
where C is the particle concentration, y the coordinate normal to the surface, €, is the coefficient
of turbulent particle diffusion, Dp is the coefficient of Brownian particle diffusion, V; is the
turbophoretic velocity, and u; is the gravitational sedimentation velocity. The term i is the orientation
factor where i = 1 is used for deposition onto a horizontal (floor) surface and i = O for vertical
(wall) surfaces, and i = —1 for ceilings. The deposition velocity is defined such that u; = j/Cs,
where C. is the concentration far from the wall. The submodel assumes that deposition occurs
on smooth surfaces. Note that this model does not include any terms to describe entrainment of
particles already deposited. This results in a conservative model that will over estimate the amount
of salt deposited.

Implicit in the deposition velocity model, the surface temperature of the canister influences most
physical properties that are employed by the submodels and is an explicit input to submodels for
pit depth, crack growth, and calculation of surface RH. It should be noted that temperature can
implicitly affect turbophoresis through the air density, viscosity, and gravitational sedimentation
velocity. Within the gravitational sedimentation velocity, the temperature governs the mean-free-
path term found within the Cunningham correlation coefficient. Description of such a complex
relationship is outside of the scope of the present study. Additionally, the submodel assumed
that temperature remains the same throughout the thickness of the canister wall, an important
consideration for the crack growth submodel.

The deposition velocity model described by (3.7) was solved for deposition velocity u;, which
has units of velocity, and reported in Eq. 15 [10]. The solution shows that u, is directly proportional
to the friction velocity u* that is defined in terms of shear stress 7, as

T
= 2 3.8
u ( )

where p is the density of the fluid. The effect of varying u* on the deposition velocity is plotted for
the cases of deposition onto floors, walls, and ceilings in Fig. 3.5. Note that deposition velocity onto
horizontal surfaces converges to a constant value as the friction velocity approaches zero, whereas
the deposition velocity onto vertical surfaces and ceilings continuously decreases. The friction
velocity is a local quantity that will vary depending with the radial location on the canister with
respect to prevailing winds. In practice, detailed fluid dynamics models must be made to calculate
friction velocity values that are truly representative of the site being investigated. Such detailed
models have been generated by PNNL as discussed in Section 3.2.2.

3.4.2 Deposition Flux Model

Having described the sub-model for the speed of particles traveling towards the surface, the amount
of salt deposited may now be calculated using the linear fowling model,

My nr = Cugp At +my, (3.9)
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Figure 3.4: Comparison of various experimental results with deposition velocity predictions from the
Piskunov [10] deposition velocity model for salt particles and water droplets. Experimental results
are plotted with markers and is taken from: (L) Aqueous aerosol deposition onto vertical glass
surface [11]; (S) Oxide particles (with density equivalent to salt) on horizontal metal surfaces [12].
Piskunov model results are plotted as lines. The orientation of the surface is noted with superscript

H or V to indicate horizontally or vertically oriented surfaces, respectively.
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where m is the areal density of the deposited particles, p is the density of air, u, is the deposition
velocity, and At is the time step of the model. C is the particle mass concentration in the fluid

(kgsait/Kgair), defined as )
C= C%massl_)7 (3.10)

where the source term s is the mass concentration of salt per unit volume of air. The mass distribution
of particles as a function of their diameter (Cymass) may be determined from experimental mea-
surements or models of marine aerosol production (e.g. Fig. 3.10a). For this work, the normalized
particle size distribution is described by a gamma distribution:

it (-5)

T (ky) 6y

Copmass(d) = (3.11)

where d is the particle diameter, while ky and 6y are fitting parameters, referred to as the shape and
scale parameters, respectively. The mean of this distribution is d = ky8y, and the standard deviation

is 0 =, /kye%. Now that a model for the total amount of salt deposited has been established, the

next step is to use this information to determine the depth of pits formed on the surface of the metal.
These pits will serve as nucleation sites for stress-driven cracks.

3.4.3 Parameterization of Deposition Velocity

In the case of the horizontal canister, the friction velocity (u*) is extracted from the fluid dynamics
calculations for the model of the horizontal canister located at a generic inland site assuming
15.55°C ambient air, at heat loads with a maximum of 24kW and assuming turbulent flow. The
model is further described in Section 3.2.2 and u* is plotted in Fig. 3.6. However, in the case of the
vertically oriented canisters, such information is not presently available. In lieu of detailed fluid
dynamics models, the deposition velocity submodel provides a way to approximate the value of u*
by relating it to the experimentally accessible coefficient of friction Cy, defined as

T
Cy =

- 3.12
T 3pUZ 12

where U.. is the relative velocity of the fluid far from the cylinder. Substituting (3.12) into (3.8),

1
u" =1/ FUCy. (3.13)

The value of C for flow around a smooth circular cylinder used in this work is taken from experimen-
tal work of Norberg and Sunden [84] for high-Reynolds number flows (Re =1.09x10° —2.22x10° ) ,
and a lower bound at Re = 104 is taken from Dimopoulos and Hanratty [85]. The Reynolds number
is defined as Re = U.D/ v, where V is the kinematic viscosity of the fluid, and D is the diameter of
the canister. For a typical coastal wind speed of 6m/s at 25°C, Re & 1.17x 10°. The calculation of
u* is made by first interpolating the results between the two closest experimental values of Re and
then applying (3.13), the results of which are plotted in Fig. 3.7. In the next section, the deposition
velocity model will be incorporated into the model for salt accumulation.
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To approximate the value of u* for the case of the canister with vertical orientation and airflow
from the bottom, along the length of the canister L, the estimate for u* is defined in Eq. 20 of Ref. 28
for a flat plate. (as friction factor is usually applied to flow inside pipes),

2 —1/5
AEEET o

where V is kinematic viscosity, and airflow speed far from the surface of U...

3.4.4 Parameterization of Salt Source Terms

There are three primary sources of salt deposition:
1. Background salt concentration primarily originating from the ocean
2. Local application of salt for deicing roadways
3. Cooling tower plumes

Each source will be considered separately and will be parameterized with the best available data.
Each source can be specified separately in the model, including aerosol concentration and particle
size distribution.

3.4.4.1 Background Salt Source

Estimates of environmental chloride salt source terms are based on annual averages provided by
the U.S. EPA’s CASTNET detectors [64]. The salt source term varies greatly at different sites with
the maximum and minimum annual average measured values from 1985 to 2017 in the continental
U.S. ranging from 4.988 p1g/m? at Indian River, FL to 0.012 ug/m? in Pinedale, WY. Figure 3.8
uses the nearest CASTNET site data to generate a map of approximate salt concentration across the
contiguous U.S. The annual distribution of chloride concentrations at an ISFSI (indicated by a red
circle) are simply that of the nearest CASTNET site. The environmental salt source term at each
ISFSI is parameterized with the values contained in Table 3.2. The CASTNET sites are sufficiently
far from shorelines to not be useful to quantify the airborne concentration as the distance to the
shoreline has a significant impact on the amount of salt deposition observed. For purposes of this
analysis, the source terms for the generic coastal sites are assigned values as indicated:

Generic coast 1 Data collected from San Nicholas island is used [86].
Generic coastal 2 Values from EPA salt deposition study by Hindawi et al. [87] .

Generalizing from the data at other coastal sites in Table 3.2, we can infer that the standard deviation
of the atmospheric chloride concentration is approximately one-third of the mean annual deposition
amount. The sites without direct measurements therefore use one-third of the value of the mean
deposition amount.

The distance to the coast Fig. 3.9 is a plot of annualized chloride deposition areal density versus
distance from the shore at sites across the world. Although there is substantial scatter in the data that
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Figure 3.6: Friction velocity calculated over the surface of a horizontal canister within the overpack
distribution for various elapsed times (heat loads) assuming an ambient temperature of 15.555°C.
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Figure 3.7: Plot of Cy with radial position about the pipe for two values of Re. The wind originates
from 0°. The value of u* is found using (3.13) assuming U, = 0.5m/s.

originates from the measurements being made at many sites with different atmospheric and marine
conditions, there is a definite trend towards reduction of salt deposition with increasing distance
from the shore. Thus, more reliable data is needed for many of the ISFSIs near the coast.

The size distributions of the particles being deposited is another important input to the deposition
model. However, there is very little experimental information on salt particle size distributions. The
distributions of Fig. 3.10a are manufactured to approximate experimental conditions representative
of coastal [6] and inland [16] sites assuming the chloride source is sea salts. Note that the coastal
site has a larger proportion of the total mass in large diameter particles than the inland site. The
coastal site’s particles were measured to have a mean diameter near 20 um while the inland site had
a mean near 2 um. These distributions are reasonable seeing that the larger particles quickly settle
out of the air column as it moves in from the shore.

The empirical particle size distributions of Fig. 3.10a (markers) were fitted using (3.11). Those
distributions were obtained for conditions representative of those of coastal [14, Fig. 12] and inland
sites [15, Table B-3] assuming the chloride source is sea salts. Note that in the present example
the coastal site has a larger proportion of the total mass in larger diameter particles than the inland
site. The coastal site’s particles were measured to have a mean diameter near 20 um while the
inland site had a mean diameter near 2 um. These distributions are in general agreement with
other experimental measurements [6, 16] seeing that the larger particles quickly settle out of the air
column as it moves in from the shore [3, 16].

However, there is very little experimental information on airborne salt PSDs. The distributions
of Fig. 3.10a are manufactured to approximate experimental conditions representative of coastal [6]
and inland [16] sites assuming the chloride source is sea salts. Note that the coastal site has a
larger proportion of the total mass in large diameter particles than the inland site. The coastal site’s
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Figure 3.8: Map of the contiguous U.S. with colors indicating annualized mean atmospheric chloride

concentration as measured by the EPA’s CASTNET detector network. Locations of ISFSIs are
marked with circles.
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Figure 3.9: Plot of annualized chloride deposition areal density versus distance from the shore at
sites across the world. The data clearly show a trend towards the exponential decay of salt deposition
with distance from the shore. Data sources include: Alcantara 2015 [2], Cole 2004a [13], Cole
2004b [4], Li 2014 [6], Mustafa 1994 [7], Schindelholz 2013 [8], Wallender 2014 [9].
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particles were measured to have a mean diameter near 20 um while the inland site had a mean near
2 um. These distributions are reasonable seeing that the larger particles quickly settle out of the air
column as it moves in from the shore.

The parameterized distribution used in the model is derived from the maximum and minimum
values of the parameters of the distributions in Table 3.1, with an arbitrary 15% added or subtracted
from the maximum or minimum, respectively, to allow for additional uncertainty. For inland
environments, the range of values for the k, parameters is chosen to be 2.133 —4.505, and the range
of 6y parameter is 0.565 —2.770 um. For coastal environments, ky is in the range 2.289 — 4.694,
and 6y is in the range 6.695 — 14.188 um. The distributions described are plotted in Fig. 3.10b.

Table 3.2: The mean and standard deviation of the annualized aerosol chloride concentration
interpolated from the CASTNET detectors. Location is used to assign the PSD range is either
Coastal (C) or Inland (I), and may be marked if in a region where Brackish water (B) is expected.
All sites may have additional salt sources which are limited to either a cooling tower (C) or deicing
(road) salt (R).

Site State  Addl. Water Longitude Latitude Mean Conc. Std. Dev. Conc.

Sources [°] [°] [ug/m’] [wg/m’]
Arkansas Nuclear One AR CR I —93.2308 35.3106 0.0596 0.0129
Big Rock Pt. MI CR I —85.1955 45.3549 0.0396 0.0033
Braidwood IL CR I —88.2288 41.2443 0.0745 0.0099
Browns Ferry AL CR I —87.1151 34.7080 0.0806 0.0179
Brunswick NC CR C —78.0116  33.9570 0.9972 0.1838
Byron IL CR I —89.2823 42.0734 0.0902 0.0143
Calvert Cliffs MD CR I/B —76.4525 38.4319 0.2119 0.0704
Catawba SC CR I —81.0693 35.0516 0.0840 0.0322
Columbia WA CR I —119.337 46.4716 0.0792 0.0122
Comanche Peak TX CR I —97.7853  32.2983 0.3090 0.0965
Cook MI CR I —86.5659 41.9753 0.0807 0.0119
Cooper NE CR I —95.6458 40.3589 0.0465 0.0074
Davis Besse OH CR I —83.0895 41.5954 0.0952 0.0091
Diablo Canyonf CA CR C —120.851 35.2125 6.3300 2.1100
DOE Idaho Spent Fuel Facility 1D R I —112.057 43.5087 0.0160 0.0019
DOE TMI-2 Storage 1D R I —112.948 43.5702 0.0160 0.0019
Dresden IL CR I —88.2682  41.3888 0.0745 0.0099
Duane Arnold IA CR I —91.7832  42.0981 0.0902 0.0143
Farley AL CR I —85.1125 31.2230 0.3114 0.1173
Fitzpatrick NY CR I —76.3955 43.5173 0.0523 0.0107
Ft. Calhoun NE CR I —96.0768 41.5209 0.0465 0.0074
Ft. Saint Vrain CcoO CR I —104.873  40.2444 0.0143 0.0012
GE Morris (wet) IL CR I —88.2720  41.3835 0.0745 0.0099
Ginna NY CR I —77.3088 43.2776 0.0523 0.0107
Grand Gulf MS CR I —91.0476  32.0069 0.0695 0.0189
Haddam Neck CT CR I —72.4909 41.4820 0.1703 0.0484
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Site State  Addl. Water Longitude Latitude Mean Conc. Std. Dev. Conc.

Sources [°] [°] [wg/m’] [ng/m’]
Hatch GA CR I —82.3438 31.9329 0.0773 0.0270
Hope Creek NJ CR I/B —75.5375 39.4668 0.1518 0.0521
Humboldt Bayt CA R C —124.211 40.7420 6.3300 2.1100
Indian Point NY CR I —73.9526 41.2698 0.0429 0.0078
Kewaunee WI CR I —87.5373 44.3428 0.0396 0.0033
LaCrosse WI CR I —91.2316  43.5600 0.0597 0.0136
LaSalle IL CR I —88.6641 41.2448 0.0745 0.0099
Limerick PA CR I —75.5832 40.2264 0.1518 0.0521
Maine Yankee ME CR C/B —69.6931 43.9543 0.3000 0.0929
McGuire NC CR I —80.9517 35.4331 0.0840 0.0322
Millstone CT CR C —72.1684 41.3133 0.1703 0.0484
Monticello MN CR I —93.8919 45.3790 0.0453 0.0079
Nine Mile Pt. NY CR I —76.4074  43.5208 0.0523 0.0107
North Anna VA CR I —77.7944  38.0541 0.0364 0.0041
Oconee SC CR I —82.8936  34.7933 0.0434 0.0116
Oyster Creek NJ CR C —74.2076 39.8141 0.1518 0.0521
Palisades MI CR I —86.3145 42.3233 0.0807 0.0119
Palo Verde AZ C I —112.860 33.3892 0.0286 0.0053
Peach Bottom PA CR I —76.2687 39.7592 0.1257 0.0496
Perry OH CR I —81.1453  41.7955 0.0720 0.0113
Point Beach WI CR I —87.5367 44.2809 0.0396 0.0033
Praria Island MN CR I —92.6389 44.6199 0.0597 0.0136
Private Fuel Storage UT R I —112.744  40.5372 0.0546 0.0332
Quad Cities IL CR I —90.3073  41.7280 0.0902 0.0143
Rancho Seco CA CR I —121.122  38.3450 0.0233 0.0048
River Bend LA CR I —91.3333  30.7566 0.3090 0.0965
Robinson SC CR I —80.1568  34.4025 0.0840 0.0322
Salem NJ CR C/B —75.5375 39.4668 0.1518 0.0521
San Onofref CA CR C —117.556  33.3702 6.3300 2.1100
Seabrook NH CR C —70.8508 42.8987 0.0652 0.0106
Sequoyah TN CR I —85.0919  35.2265 0.0432 0.0064
St. Lucie FL C —80.2463 27.3486 4.2639 0.4292
Surry VA CR I/B —76.6977 37.1655 0.2119 0.0704
Susquehanna PA CR I —76.1460 41.0918 0.0523 0.0107
Trojan OR CR I —122.885 46.0416 0.0792 0.0122
Turkey Point FL C C —80.3312  25.4353 1.9239 0.2538
Vermont Yankee VT CR I —72.5132  42.7790 0.0400 0.0058
Vogtle GA CR I —81.7703  33.1407 0.0434 0.0116
Waterford LA CR I/B —90.4716  29.9955 0.0695 0.0189
Yankee Rowe MA CR —72.9271 42.7270 0.0400 0.0058
Zion IL CR I —87.8013  42.4496 0.0902 0.0143
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Figure 3.10: Measured (a) particle size distribution of salt particles in air for representative coastal
and inland environments. Plot (b) shows the extreme values of the representative Coastal and Inland
salt particle size distributions used to bound the uncertainty during sampling. Note that distribution
heights are arbitrary as the magnitudes are scaled to match the variable atmospheric concentration.
Data sources: [14-16].

3.4.4.2 Deicing Salt Source

The deicing salt source term is difficult to parameterize due to the site specificity of this source and
limited data. The most comprehensive data is from a series of studies by the Illinois Department of
Transportation Interstate-55 site near Lemont, IL from 1996-2002 [17, 88]. A predictive model
calibrated with data from I-55 near Lemont, IL, predicts that deposition is undetectable at more
than 2.5km from the interstate highway [17]. This represents an extreme scenario: a wide high-
traffic (121,400 vehicles/day) road in a cold climate. As ISFSIs are typically located at active or
decommissioned nuclear generating stations, the presence of any road approaching the traffic density
and size of I-55 will not pass so close to the ISFSI. Near to the ISFSI, much lower traffic roads will
be present. Traffic volume has a substantial influence on the amount of salt deposited. The I-55
study does not discuss the effect on long-range atmospheric aerosol concentration. However, for
completeness, the source will be considered as an upper-bound to generate conservative predictions
for the time to crack penetration. The summary report by Williams and Stensland [17] reported
average airborne concentrations measured during snow events during the time from 1996 to 2002 in
Table 1 of that work. The atmospheric source concentrations were fit to a normal distribution having
amean of 1.71 ug/m?> and a standard deviation of 0.307 wg/m?. Particle size distribution data was
also provided, but sparsely. For purposes of this work, a best fit to the gamma distribution (3.11)
is determined to have a shape parameter of k, = 2.197, and a scale parameter of 6, = 104.248 um
and is plotted in Fig. 3.11.
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Figure 3.11: Particle size distributions of salt particles resulting from deicing of interstate I-55 near
Lemont, IL. Marked data is drawn from Table 1 of Ref. 17.
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Table 3.1: Fits to experimental and estimated distributions of salt particle size at various sites
representing Coastal and Inland environments. The coefficients correspond to those in (3.11).

Site Type ky 0y Mean Std. Dev.

Generic coastal 1 [14] Coastal | 4.2672  7.7392 | 33.0251 15.9871
Generic coastal II [15] Coastal | 2.5431 12.8978 | 32.8004  20.5683
Generic inland I [15]  Inland | 2.3695  2.5185 | 5.9676 3.8768
Generic inland IT [16] Inland | 4.0950 0.6273 | 2.5688 1.2694

3.4.4.3 Cooling Tower Salt Source

The cooling tower salt source is also site dependent and is difficult to generalize between sites. Many
available studies on the deposition of salt from cooling tower plumes are performed at brackish
or ocean water sources and represent extreme cases of salt deposition rather than more moderate
loading expected at inland sites [66—68, 87].

The only experimental airborne salt concentration data available from cooling towers is from two
600 MW fossil units with two natural-draft cooling towers and up to multiple smaller mechanical
draft helpers. This data is used to represent an extreme value of salt load as the cooling water is
drawn from the ocean. For Indian Point the maximum aerosol salt concentration due to two natural
draft cooling towers the NRC calculated 0.8 ug/m? [68]. However, for the case of the sea water
cooled Turkey Point Site, the EPA found a maximum of 18.82 p1g/m? at a distance of 0.43km from
the tower and a minimum of 12.43 ug/m? at 0.736km from the tower [87]. This case represents an
extreme one in that the cooling water is drawn directly from the sea. As it represents an extreme
case, the Turkey Point atmospheric salt concentration values are used to establish the limits of the
cooling tower salt source uncertainty.

Using the available studies, many of the studies provide measurements of the emitted particle
size distribution and find it to contain much larger particles than from the sea salt or deicing
salt source. The avaliable data for PSD and salt source is summarized in Table 3.3. The Chalk
Point fossil generating plant [66], drawing from brackish waters of the Chesapeake Bay, has
nearly the entire mass of salt particles between 300 ym and 500 um in diameter. However, other
measurements [67, 68] indicate much smaller particles with the most likely diameter falling being
between 20 um and 200 um. The available PSD data are plotted in Fig. 3.12. The 6, value is fixed
by the desire to keep the particle size distribution below 1000 um. The shape parameter is assumed
to vary from ky = 2.198 to 31.873, and the scale parameter 6y fixed at 11.511 um. The value of 6,
is set to the minimum value in order to make sure the particles stay under 1000 m, consistent with
experiment.

3.5 Pitting Submodel
Assumptions applied: 2, 4, 11, 13, 14, 18, 19, 26, 27

The evolution of the total amount of salt deposited on the metal surface was used as an input to
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Table 3.3: Fits to experimental distributions of salt particle size at various sites. The coefficients
correspond to those in (3.11). The origin of the airborne source terms are described in the text of
Section 3.4.4.3.

Site Shape (ky) Scale (8,) Source [ug/m3] Reference
Generic coastal I 2.198 103.844 — 67
Generic coastal | 2.198 103.844 — 67
Generic coastal II — — 18.82 87
Generic coastal I — — 12.43 &7
Generic inland 1 2.377 46.971 0.800 68
Generic inland I1 18.961 15.904 18.820 66
Generic inland II 28.975 12.790 12.430 66
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Figure 3.12: Particle size distributions of salt particles generated by natural draft cooling towers.
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determine the depth of pits formed on the surface of the metal. This work uses the model of Chen
et al. [49, 50] to find the maximum pit depth under given environmental conditions of temperature,
salt deposition density, and RH calculated by the deposition, canister temperature, and weather
models described in Section 3.2.1, 3.4, and 3.3.1. The implementation herein assumes that the pit
depth is only calculated when the surface RH is greater than a threshold value of Ry, that will be
taken to be in the range from 15 — 30 % [60].

3.5.1 Description

The model for pit growth assumes a hemispherical pit, with equivalent radius r,, that serves as
the anode. Hemispherical pits have been observed to form in simulated marine environments on
316 stainless steel [72]. The anode is surrounded by a circular cathode of radius req, both covered
with a thin electrolyte (salt brine) layer of uniform thickness #,ine. The submodel determines the
depth of the pit using surface temperature, RH, areal deposition density of salt (DD), and interfacial
electrochemical kinetics. For any given pit, the anodic current demand must be met by a cathodic
counter-current while the anodic current demand increases with pit size. Matching of the anodic
current with the cathodic current enables the determination of the maximum pit depth for the given
electrolyte conditions at any given time.

The potential at the pit edge (anode) is set to be the repassivation potential E,y, as it should be
for an active pit, while the potential EL, is the corrosion potential at the outer cathode edge. The
maximum equivalent current density for the cathode icq is therefore

Erp /. .
g (ie(E) —ip) dE
leq = )
where i, is the passive current density at the outer cathode edge, Ey is the corrosion potential at the
outer cathode edge, and E,, is the (repassivation) potential at the anode (pit) edge. The integration
is conducted over the cathodic current density function i.(E). The potential drop from the anode
(pit) edge at r, at potential Ey, to the outer cathode edge at potential req at Ep is given by

AE = E —E, = fea’q I ECAIE (3.16)
o P 2Kl‘brine ra 2]’ ‘

(3.15)

where « is the conductivity of the brine layer. Defining the cathodic current density as I, = ieqatrgq,
solving for req and substituting it into (3.16) under the limiting condition for maximum current such

that Ep is equal to the corrosion potential E¢qyr, the maximum cathodic current is expressed as
AT Ktprine AE

max (IC ) max

where e is Euler’s number. In this equation, ieq is given by evaluating (3.15). This expression relates
the maximum cathode current to the anode (pit) radius. Additional terms in the previous equation
are found from either experiment or detailed models including quantities such as the brine layer
thickness (#yyine ) and the brine conductivity (k).

In order to determine the maximum pit depth, the maximum anode current must also be
determined. This value is called the pit stability product ,/r, [89]. To match the anode current
and cathode current for equilibrium, the anode current, expressed as I, = (1 A/m)r, is set equal to
(I¢) max from (3.17) from which the maximum value of r, can be determined.

In(I.) +1n (merZieq) , (3.17)
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3.5.2 Parameterization

For many of the parameters in the pit depth model, it is difficult to define uncertainty bounds due to
limited data; particularly at high temperatures. This section will discuss the rational for choosing the
parameters and uncertainty bounds employed in the probabilistic analysis of sites. First, the Galvele
parameter, or pit stability product, has a lower bound for the slope at 1 A/m [90]. The parameter
is experimentally determined to have values between 1 and 3 A /m for stainless steels [91]. In this
work, as in the original work of Chen et al., the most conservative value of 1 A/m is used.

The brine layer thickness #yine 1n (3.17) is determined from detailed geochemical modeling of
sea-salt deliquescence at different temperatures, and from measured densities for specific brines,
with the thickness given in terms of the deposition density of chloride as plotted in Fig. 3.13b.
Brine conductivity k was also measured for selected brines at different temperatures; extrapolation
between points allows estimation of brine conductivity at any temperature and RH, as shown in
Fig. 3.13c. With the brine thickness, conductivity, and the cathodic current density, the maximum
pit depth can be calculated for a given set of conditions. All other parameters needed for the pit
initiation model are found in Table 4.1. This work, however, also utilizes analytical models for two
additional quantities: repassivation potential E, and cathodic polarization i.(E).

The cathodic polarization curve is used to evaluate the integral of (3.15). It can be supplied
by experimental data, but in practice the experimental data exhibits time dependent effects and
fluctuations in nominally constant values such as Ep. As a consequence, this work represents i.(E)
using a functional representation constructed from a measured Tafel slope b (reported in units of
V/decade and determined from a fit to (3.18)) with a reference repassivation potential (Erp)ref and
reference repassivation current density (irp)ref‘ These quantities are marked in Fig. 3.13a. These
quantities were extracted from Alexander and Schindelholz [18] from experimental measurements
reported at 25°C. As these experiments are based on NaCl brines, the data may not apply at
lower RH where MgCl, increases the ClI™ concentration in the brine. However, this work assumed
that the cathodic polarization data was representative of a brine derived from sea-salt over the
entire RH range and in the temperature range explored in this submodel. This data may also vary
with temperature and CI™ concentration, but no data at other temperatures was available and the
experiments have found little dependence on concentration nor on brine layer thickness within the
potential range used in this present study. Even though these data were collected for 304SS, due to
the lack of data, it was assumed to be applicable to 304SS in the present model.

The cathodic polarization curve is constructed using the aforementioned values as a function of
E as

E—EL
io(E)=i,1077 ", (3.18)
where logi pl is calculated according to
: . (Erp) f—EL
logip = log (irp) o =~ —— (3.19)
The analytical form of the integral in the numerator of (3.15), using the functional form of (3.18), is
Erp b Erp—EL
(E)— i) dE = i —<1—1o : )—E—E . 3.20
/EL (ZC( ) ZP) lp |:1n<10) ( L I‘p):| ( )

I'The notation logx refers to the base 10 logarithm.
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Figure 3.13: The (a) cathodic polarization data at 25°C is derived from Ref. 18. The (b) brine thick-
ness is plotted and the conditions at which Bischofite (MgCl, : 6H,0), Carnalite (KMgCls : 5H,0),
and NaCl precipitate are labeled for reference. (c) Cathodic conductivity are calculated assuming
deliquescence of ASTM standard sea salt, as a function of RH from Ref. 19. Note that the brine
thickness is scaled by salt deposition density.
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The E;;, value is dependent on environmental temperature and species activity. The E;, model
is that developed by Anderko et al. [20] that was parameterized for 316L stainless steel up to
95°C. The model divides species into two classes depending on their effects on Ey; these include
inhibitory species (with coefficients denoted by /) such as H,O and OH ™, and active species (with
coefficients denoted by A) such as CI™. The inhibitory and active species are represented by the left
and right-hand sides, respectively, of the equation:

I #
1 |Ag; 11 ¢ iFE
1+Y —— | =LA = — — 0 L
+jeXp{ R| T LJ(T Tref>” “eXp( RT

A Ao” .

1|38 1 1 , FE
Zexp —= ﬂ—l—Ahj , (———) sz.exp (—rp> .
J R | Tt ST Thet o/ RT
Agji i and hji jare the free energy and enthalpy of activation for the dissolution of oxide mediated

by active species ;. Ag}"é ; and hf jare the free energy and enthalpy of activation for the formation

of oxide mediated by inhibitive species j. Tref = 298.15K is the reference temperature for the free
energy at which the equation was parameterized. F is the Faraday constant. ny ; is the reaction
order for aggressive species, and {; ; is the is electrochemical transfer coefficient for inhibitive
species.

The sums are performed for all inhibitive and active species as specified in the sum. The 0 term
is the Langmuir adsorption isotherm for species j as a fraction of all species, defined as:

AGaqgs. i
exp (——Rd;”) al]’-““‘
Ej AG 4 ’
1+ 2 1 €Xp <——R“;5’k> aE“lk

The alj’.ulk terms are the activities of the components in the brine layer away from the interface, while
AG,qs,j 1s the energy of adsorption for species j. When performing the sum over inhibitive species in
(3.21), there exists an exception where 67 4,0 = 1, regardless of water’s activity. The implementation
in the SCC model assumes that water activity is given by ap,0 = RH/100. Hydroxide activity is
taken to be the concentration of OH™ ions based on the calculated pH where agy- = 10(PH-14)
Values of E;;, generated by the model are shown in Fig. 3.14 for a range of RH values and temperature.
It should be noted that Anderko et al. [20] did not specify a range of applicability of the model.

(3.21)

(3.22)

3.6 Crack Initiation Submodel
Assumptions applied: 11, 14, 16, 17, 18, 20, 21, 22, 23, 26

To determine when a pit transitions to a crack, the stress intensity factor K is calculated
for an ideal crack of equivalent depth to the maximum pit depth using the approach described
in Section 3.5.1. When the value of K at the maximum pit depth exceeds the threshold stress
concentration factor K, for SCC to occur, a crack is initiated. This is referred to as the Kondo
Criterion [51]. The growth rate of the SCC crack is determined by the temperature and the calculated
crack-tip stress intensity factor, defined as

K =oY\/nr,, (3.23)
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Table 3.4: Parameters for the repassivation potential (Ey,) model from Anderko et al. [20] as param-

eterized for 316L stainless steel. The parameterization is valid over the range of CI™ concentrations
from 1x 1072 to 10.

Inhibitive Species Active Species  Units

Parameter H;O OH™ Cl~
Ag” (Trer) 19.31 ~3.96 —10.92  [kJ/mol]
AW 0.00 0.00 0.04 [kJ/mol]
n — — 1.46 [—]
g 0.74 0.99 — [—]
AG 45 10.00 10.00 10.00 [kJ/mol]
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Figure 3.14: The repassivation potential, Eyp, is calculated using the model of Anderko et al. [20]
as a function of temperature and RH. The activities of OH™ and Cl~ are assumed equivalent to
concentrations drawn from tables calculated by Bryan et al. [19] for deliquescent sea salt brines.
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where Y is the geometry factor, and o is the residual stress at the current depth in the weld.

3.6.1 Parameterization

The pit to crack transition is governed by the value of Ky, that is based on experiments with stainless
steels that have demonstrated that the pit to crack transition occurs between 50 and 70 um for stress
corrosion cracking in steam turbine discs [48, 52]. This should only be taken as an approximate
value as the actual transition depth will depend on many factors including the residual stress in the
material. The preliminary report [1] assumed a yield stress of 238 MPa, and a pit to crack transition
depth of 46 um, so that the threshold stress intensity was estimated to be Ky, = 2.86 MPay/m.
However, the value is subject to change depending on the factors such as the surface finish and
the presence of any scratches or gouges from handling, manufacturing, or variation in material
properties.

Due to the availability of measured residual stresses in a canister mock-up [22] and using the
prior estimate of the pit-to-crack transition, the updated values for Ky, are calculated using (3.23)
with tensile surface stresses ranging from 41.31 to 222 MPa assuming a transition depth between 40
and 70 pm resulting in the range of 0.46 < Ky, < 3.30MPa/m.

3.7 Crack Growth Submodel

Assumptions applied: 11, 15, 16, 17, 18, 19, 20, 22, 23, 26, 27

3.7.1 Description

Upon reaching Kondo Criterion, a pit becomes a crack and its depth at future time steps is governed
by the model discussed in this section. As the crack growth rate increases with depth and the pit
growth rate decreases with depth, the crack propagation quickly outstrips the pit growth rate and
any further contributions to crack depth from pit growth are not considered [92]. It should be noted
here that, for instance, the data from the work conducted at CRIEPI is counter to this statement, in
that it implied crack growth decreased with depth. The driving force for crack growth is the residual
stresses present in the weld and nearby heat effected zone. The crack propagation model used in
this work is expressed as:

Xerack = 0LEXD {—% (% - %g)] (K —Kn)P (3.24)
where X.;ack 1S the crack growth rate, Q, is the activation energy for crack propagation, R is the
ideal gas constant, o is the crack growth rate at reference temperature T¢y, Ky, is the threshold
stress intensity factor for crack growth, K is the stress intensity factor at the current crack depth,
and B is the stress intensity factor exponent. The temperature in the weld 7 is herein determined
by the calculated weld surface temperature (Section 3.2.2) shifted by the ambient environmental
temperature. In the parameterization used for this work, the parameters ¢ and 3 are correlated so
that any change in one influences the other. It is important to account for this during sampling of
these parameters when conducting a sensitivity study.
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Due to the use of linear elastic fracture mechanics, the crack can only propagate when K > Ky,.
Therefore, only residual stresses that are tensile throughout the thickness of the canister wall can
cause thru-wall crack growth. Moreover, as SCC cracks form perpendicular to the highest tensile
stress, we implement only one weld residual stress (WRS) profile for each weld; the hoop stress
for the radial (circumferential) welds, and the axial (longitudinal) stresses for the seam welds. The
radial (circumferential) and longitudinal (seam) welds are labeled 1 & 2, and 3 & 4, respectively, as
illustrated in Fig. 3.1.

For the application of the model, the activation energy Q, is parameterized using experimental
data for the crack growth rate at 80°C and the rate o at T¢g, as:

0, = I_R 1 1n< 80°C ﬁ>. (3.25)
(353.151(‘ - E) o (K — Kin)

The crack growth model is parameterized by choosing a value of 50 MPay/m for (K — Ky,) in (3.25)
so as to capture the saturation value of xgpoc with increasing K. A plot of this relationship is
provided in Fig. 3.15 to demonstrate that the increase in rate saturates with increasing K.

3.7.2 Parameterization
3.7.2.1 Crack Propagation

The parameterization for crack propagation rates was taken from Bryan and Enos [21]. Bryan and
Enos collected literature reports of atmospheric corrosion of 304/304L stainless steels subjected to
chloride ions originating from sea salt or one of its major components (i.e. MgCl, or NaCl). A wide
variety of crack growth rates is observed. The origins of the differences may result from the use of
different testing techniques or differences in the material. Sources of variability include a variety of
surface treatments including: as-fabricated, annealed, welded, and sensitized. Additionally, some
of the samples contained welds and those surfaces were subject to either polishing or grinding
treatments. This data at least provides a range of values from which to infer a statistical distribution
that will allow UQ techniques to determine how much impact this parameter has to the overall time
to through-wall crack penetration.

The recommended value for crack growth rate at 80°C is given by a distribution where
In (Xg0oc) = InA" (—20.13553,1.325), truncated at 0.022. The reference crack growth rate o
at Tg, is assigned a distribution where ot = In.#"(—25.921,1.57). The stress intensity factor ex-
ponent = .47 (0.5,0.2) was chosen to give a reasonable shape to the growth rate versus stress
intensity factor relationship in the absence of sufficient experimental data. In this way, the calculated
crack growth rate increases rapidly above Ky, but is always less than the saturated growth rate by
assuming K = 50 MPa,/m as plotted in Fig. 3.15. The preliminary report [1] found that & and 3
are correlated with a coefficient of p = —0.47. The calculation of correlated values of & and 3

is conducted as follows, where we define the correlated 8 as B’ and the correlated o as o’. Now

Xzs=poa+py/1-p2, (3.26)
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In(x) [m/s]

Figure 3.15: Plot of x versus stress intensity factor K using (3.24) using parameters from Table 4.1.
The growth rate is practically saturated at K = 50 MPa,/m with 8 = 0.5. Therefore, it is reasonable
to use growth rates based on this value to calculate the activation energy.

where,

B’ = g +0pXs, (3.27)
o = g+ oga. (3.28)

3.7.2.2 Weld Residual Stress

Consistent with the desire to make the sites vary only with environmental parameters is the adoption
of the same residual stress through-thickness profile in the welds for each site. The WRS profile
is taken from experimental measurements of a full-size 304L stainless steel mockup based on the
TransNuclear NUHOMS 24P design for horizontal storage canisters [22].

The experimental data could not be used directly due to variations in weld thickness and the
scatter in the ICHD (Incremental Center Hole Drilling) measurements. DHD (Deep Hole Drilling)
is used to measure the strain through the thickness of the weld, but is not accurate near the surface.
Instead, the ICHD technique is used for near surface measurements from 0.1 mm to 0.499 mm from
the outer diameter. However, there is significant scatter in the reported values, so the value from
ICHD measurements is averaged and taken to be both the inner and outer surface value. Deeper
residual stress measurements are conducted using DHD from the outer surface and are reported
at nonuniform increments from 0.8 mm to the some depth less than the wall thickness. Within
~2mm of the surfaces, the DHD results are reported in increments of 0.2 mm. Because the variable
thicknesses of the welds were not provided in the report, the total weld thickness was taken to be
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Figure 3.16: SCC propagation rates for atmospheric corrosion of 304 stainless steel. BM-—base
metal; W—weld sample; SA—solution annealed; S—sensitized. Bars represent reported ranges
(if more than one), while symbols represent average values. Times to Failure are for a 15.875 mm
thickness, assuming continuous crack propagation over time. The figure is taken from Bryan and
Enos [21].

the next 0.2 mm increment after DHD results were no longer reported. This may introduce some
uncertainty in the weld profile; however, the code utilizes the normalized depth value to interpolate
the value of WRS from the experimental data resulting in precise depth measurements being of
reduced importance.

The experimental WRS measurements were captured within the welds’ HAZ and along the WC.
These values are used to set lower and upper bounds, respectively, for the WRS used in the SCC
code. The WRS profiles within the code are plotted in Fig. 3.17.

3.8 Probabilistic Framework

As a result of the known uncertainties and data gaps described in Section 2.4, various model
assumptions and simplifications must be made. The majority of assumptions are listed in Chap. 3 in
context with the submodels to which they apply, so only more general assumptions will be discussed
at this time. In order to conduct the probabilistic evaluation of the sites, a number of premises must
be acknowledged:

e A distinction is made between parameters with aleatory and epistemic uncertainty

e Uncertainty in the input results from physical, chemical, material, and environmental proper-
ties, as well as submodel parameters

e Parameters have a probability distribution that is based on experimental data. If limited
experimental data is available to generate a distribution, a uniform distribution is assumed.
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Figure 3.17: Residual stress profiles are presented for the WC and HAZ adapted from Ref. [22]

for axial and hoop stresses present in the seam (longitudinal) and radial (circumferential) welds,
respectively.

Bounds on the uncertainty distribution may also be generated by engineering considerations
if insufficient experimental data is available.

e The most impactful parameters have been considered and are captured within one of the
submodels present.

s The performance of each site will be evaluated based on a Monte Carlo sampling of model parame-

ters with the uncertainty and uncertainty classification (aleatory/epistemic) provided in Tab. 6.1.
Probability distributions will be constructed by sampling all of the parameters with aleatory un-
certainty for each sample of parameters classified as having epistemic uncertainty. For this report,
4000 aleatory samples are used to generate a cumulative distribution function (CDF) of elapsed time
to an event of interest. The 4000 aleatory samples are made 2000 times, once for each epistemic
sample. With 2000 independent CDFs, the post-processing script (tools/post-process.py) will
calculate and then plot the confidence intervals, mean, and extreme values for each site and canister
orientation. This information can be used to provide quantitative estimates of the risk of crack
formation for any site.

In the next chapter, the code will be demonstrated in a deterministic setting, with parameters
made constant in order to introduce the results generated by the model and elucidate the impact of
the environment on a SCC-induced canister penetration.
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4 Deterministic Testing

4.1 Deterministic Test Parameters

The holistic ASCC model described in Chap. 3 is exercised for a representative case study. The case
study compares SCC performance with environmental conditions representative of a coastal location
in close proximity to saltwater to one representative of an continental environment in close proximity
to freshwater. At each location, horizontally and vertically oriented canisters are considered to
be exposed to variable temperature and humidity conditions capturing the variation at the actual
location. The aerosol chloride particles are assumed to originate from a combination of deicing
salt from nearby roads, background atmospheric salt, and cooling tower plumes. These sources
are intended for illustrative purposes only as sources such as deicing salt may not be continuously
applied from mid-October to March as assumed herein. The objective of this example is to show
the relative magnitudes of the salt sources and illustrate the impact that environment has on aerosol
salt deposition, time to crack initiation, and time to wall penetration.

Table 4.1: Simulation parameters, geometry, and weather parameters used to generate representative
inland and coastal cases presented in Section 4.2

Generic coastal site  Generic inland site

Control Parameters

Initial Decay Heat [kW] 24.000 24.000
Time [yr] 100.000 100.000
Time Step [dy] 0.500 0.500
Geometry Parameters
Diameter [m] 0.305 0.305
Length [m] 1.000 1.000
Thickness [mm] 9.000 9.000
Weld #1 Radial Loc. 0.500 0.500

Weld #2 Radial Loc. 0.400 0.400
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Generic coastal site  Generic inland site

Environmental Parameters

aj 11.488 3.477
by 22.187 21.350
cl 0.852 0.889
di 287.766 253.892
a 1.409 1.581
b> 3.540 2.910
c 0.852 0.889
d 105.266 71.392
IR 16.490 10.650
o] 4.340 5.590
J153 16.010 8.800
(o)) 6.260 3.610
us 1.720 1.440
03 0.580 0.850
Deposition Model Parameters
diin [Hm] 0.000 0.000
dinax [m] 1000.000 1000.000
Nbins 200.000 200.000
Psalt [kg/m3] 2165.000 2165.000
Crack Initiation Model Parameters
(irp) of [A/m?] 0.102 0.102
(Ep) o5 V] —0.400 —0.400
b [V /decade] —0.155 —0.155
EL[V] —0.200 —0.200
Ry [%] 15.000 15.000
Galvele [A/m] 1.000 1.000
Crack Growth Model Parameters
Y 1.000 1.000
Kin [MPay/m| 2.860 2.860
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Generic coastal site

Generic inland site

Crack Growth Parameters

In(a) —25.921 —25.921
B 0.500 0.500
o — B correlation —0.470 —0.470
In(%)goec —20.136 -20.136
Environmental Salt Source
s[ug/m] 0.200 6.333
ky 2.370 2.545
0y [m] 2.518 12.877
start day 1 1
end day 365 365
Cooling Tower Salt Source
s[ug/m?] 15.625 15.625
ky 31.873 31.873
0y [um] 11.511 11.511
start day 1 1
end day 365 365
Deicing (road) Salt Source
s[ug/m] 1.71 1.71
ky 2.1969 2.1969
0y [um] 104.248 104.248
start day 320 320
end day 59 59

4.2 Deterministic Test Results

A number of environmental differences between the coastal and inland sites were considered to

illustrate the effect geographic location has on the susceptibility to atmospheric stress corrosion
s cracking. The environmental parameters that differ included the weather (temperature, RH), the

environmental atmospheric chloride concentration s, and the salt particle size distribution (k, and

0y). All parameter values used in the model for each geographic site are provided in Table 4.1.

Figure 4.1 shows the weather at the (a) coastal (generic coastal site) and (b) inland (generic inland

site) sites as calculated by the weather submodel of Section 3.3.1 by fitting measured weather data
1 from representative inland and coastal sites, respectively.
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A summary of the results, provided in Table 4.2 illustrate that even with similar total salt
deposition (with all sources), there is a nearly 36% difference in the time until crack penetration
between the two sites. This clearly illustrates the significant influence the environment has on all
aspects of the model. Of secondary importance is the salt source concentration including one or
more of: background Environmental (E), Cooling Tower (C), or Deicing Road Salt (R) sources. The
geographic location had a substantial influence on the annual maximum deposition density (DD)
from environmental (background) salt load, because of the large difference in atmospheric chloride
concentration.

DD had little effect on the time to pit initiation. Indeed, this is to be expected since the time
to pit initiation is controlled by the timing of deliquescence. As the two sites have similar relative
humidity values and canister surface temperatures, it is unsurprising that the pits initiate closely in
time. At each site, the pit initiation is the the same for all similarly oriented canisters.

The DD on a weld directly influenced the time to crack initiation without much consequence to
the crack growth. The time to crack initiation is expected to be greatly affected by the brine layer
thickness as it constitutes a direct input into the maximum pit size model (see Section 3.5.1), while
the crack growth rate model is independent of the amount and nature of salt deposited. In all cases
presented here, the canister surface temperature is high enough at the time of crack initiation that
the crack penetrates the wall within a day of initiating. The large decrease in time to crack initiation
with increasing DD also exposes a saturation effect with increasing DD; the reduction in time to
crack initiation reaches a minimum, with the minimum value determined by the environmental
conditions.

The DD to vertically oriented canisters (Figs. 4.2b and (d)) was smaller in magnitude than in
the case of horizontal orientation (Figs. 4.2a and (c)) due to the effects of gravity reducing the
deposition rate onto the vertical canisters. From this observation, it is clear that even in the absence
of gravitational settling, turbulence (turbophoresis) results in some deposition onto vertical surfaces.
In the case of vertical canisters, again it is observed that despite similar salt loadings, the inland
canister forms a penetrating crack whereas the coastal site does not. This is likely due to the higher
ambient temperatures reached by the inland site.

It must be noted that the maximum annual salt deposition values including all sources are
rather large compared to measured experimental values, but this is largely due to the addition of
cooling tower and deicing salt sources. A more favorable comparison can be made using only the
environmental source at the coastal site and chloride deposition tests at a coastal site in Hawaii.
The field experiments found an annual deposition amount of 26 g/m? /yr, and a test three miles
inland resulted in 11g/m?/yr [6]. The maximum DD in the coastal horizontal case is reasonable
in comparison to the aforementioned experiments considering the environmental source alone.
The large deposition values reported for the deterministic case study point to the need for either
better models (such as accounting for varying atmospheric concentration, intermittent cooling tower
operation, or prevailing wind direction and speed) or more site-specific experimental data regarding
aerosol concentration and particle size distributions.



Stress Corrosion Cracking UQ
March 28, 2019

53

35 T T T T 100
30 1 il
25 ’ | 80 _
- S
9 20 =
> 60 B
<
2 10 | 5
5 0 =
5 =]
= 5 } =
~
0 20
-5 oastal Temperature
) _ Coastal RH W= )
-10

50 100 150 200 250 300 350

Time Step [dy]

(a) Coastal Site

Temperature [°C]

35
30

25

15 MlN ”ll‘
; Hﬂ il

h land Temperature _

”v‘” 11" i ,'

’1 m |

TN i
i mm‘ﬂ »

\\ ) Uil

Hl”“l

"h I M

_ Inland RH  We—

-10 —
50

100 150 200 250 300 350
Time Step [dy]

(b) Inland Site

100

80

60

40

20

Relative Humidity [%]

Figure 4.1: A year of simulated weather data is shown for the coastal and inland sites. The RH is
shown in red and the temperature in blue with darker colored lines indicating the mean maximum

and minimum values for both temperature and RH.

Table 4.2: Summary of deterministic results with times in years. The coastal and inland sites
have weather and environmental chloride concentrations consistent with generic coastal and inland
locations, respectively. Canister orientation is either Horizontal (H) or Vertical (V). Salt sources
include one or more of: background Environmental (E), Cooling Tower (C), or Deicing Road Salt
(R) sources. DD is the areal deposition density of the chloride ions.

Site Orientation Sources DD[g/m?] Pit Initiation Crack Initiation Penetration Time
Coastal H E 12.0 6.156 40.189 40.192
H R 79.2 6.156 22.414 22.416
H C 1361.0 6.156 6.156 6.159
H ECR 1451.0 6.156 6.156 6.159
v ECR 3.9 10.003 — —
Inland H E 0.002 3.948 — —
H R 77.3 3.948 12.266 12.268
H C 1330.0 3.948 3.948 3.951
H ECR 1407.0 3.948 3.948 3.951
v ECR 3.9 24.096 85.038 85.041
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Figure 4.2: Salt deposition after the first year for horizontal and vertical canisters with parameters
described in Table 4.1. Contour lines are present in half decade intervals. Broken lines indicate the

position of the welds.
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5 Global Parameter Sensitivity Study

A variety of approaches can be utilized for not only providing additional insights into the model
but also identifying data gaps and data needs for the model parameterization and validation, and
future improvements to this framework. Among those, the global sensitivity analysis allows for the
identification and ranking of the input variables that have the most/least effect on output quantities
from a model [63, 93, 94]. Within this context, Table 5.1 lists the sensitivity of the predicted time
to crack initiation and time to thru-wall crack to (i) variations in environmental parameters, (ii)
deposition parameters, (iii) pitting parameters, and (iv) crack growth parameters as determined
using the Sobol’ indices methodology [61, 93].

5.1 Sobol’ Indices

The total variance of the response Var (7'), e.g. time to thru-wall crack propagation, with n parameters
can be expressed using the second-order Sobol’ expansion:

n

Var(T):ZDi-l—Z Z D;j, (5.1)

i=1 i=1j=1,j#i

the contribution of parameter i to the normalized total variance of the response, referred to as the
main effect index, is
_ Var[E(T|x;)]
Y var(T)
In the preceding expression, E (T'|x;), is the expectation value of T given x;. Note that Y S; < 1,
as these are only the first-order terms and higher-order effects may also contribute to the total
variance. Higher-order contributions to the variance are expressed using the foral effect index that
includes the effect of a single parameter and its interactions with every other parameter [93],

(5.2)

Var [T| — Var [E (T |x~;)]

n
R e

=1

(5.3)

where §;; is the total effect for the combined effect of parameters x; and x;, and x.; 1s the set of
parameters not including parameter x;. Sampling the space of possible variables is computationally
intractable, so techniques must be employed to efficiently sample parameter space. To this end,
we utilized Sandia National Laboratory’s Dakota code [63] to perform a Latin HyperCube (LHC)
sampling of parameter space.

Ranges for the parameters considered were chosen to include conditions at both coastal and
inland sites including all salt sources and the complete range of particle size distributions discussed
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when parameterizing the submodels in Chapter 3. Ranges chosen for the parameters in the sensitivity
study are listed in Table 5.1, where weather parameters are assumed to be those representing the
generic coastal site.

5.2 Analysis

Calculation of the Sobol’ indices allowed for the determination of what portion of the variance
in the output can be attributed to the variance in each input used within the present atmospheric
stress corrosion cracking model. Two sets of sensitivity indices for each input parameter to the SCC
model were calculated for each output quantity: the main effect index, S, and the total effect index
T. The main effect index corresponds to the fraction of the variance of a given output (pit initiation
time, formation of a crack, or crack penetration) that can be explained by the variance of that given
input variable taken in isolation. Conversely, the total effect index corresponds to the fraction of the
variance of a given output that can be explained by the variance of a given input variable caused
by interacting with the other input variables. The specific algorithm for global sensitivity analysis
implemented in Dakota [63] has been used to identify and rank the input parameters most strongly
impacting the response of the SCC model. Based on the number of input parameters considered in
the model, the total number of realizations performed to achieve statistical convergence has been
taken as 59,500 samples. A LHC sampling scheme has been chosen to generate those samples.

All samples resulted in a sustainable maximum pit depth (in other words, all samples led to
environmental conditions leading to pitting), while 57,776 resulted in cracks initiating (in other
words, 97.1 % of the samples led to at least a pit deep enough to satisfy the Kondo criterion), and
56,532 resulted in cracks that penetrated the wall in less than the chosen limit of 100 years (in
other words, 95.0 % of the samples led to cracks propagating through the entire thickness of the
canister). In the present analysis, the parameters were sampled from uniform distributions specified
in Table 5.1. The results of the variance analysis conducted by Dakota yielded the Sobol’ indices
reported in Table 5.2. It should be noted that some of the effects are 0 and others are marked with
a hyphen. The hyphens mark parameters that have no bearing on that quantity of interest. Zero
values for the main effect are not exactly zero and instead indicate that the effect of varying that
parameter’s value, alone or coupled with others, does not have a significant impact on the model’s
response. That a parameter has a negligible or zero total effect is not an indication that the parameter
cannot affect the outcome but, over the range it is allowed to vary, the parameter does not have a
substantial effect. Consequently, the result of the sensitivity analysis is strongly dependent on the
range of parameters chosen. Now, the results of the global sensitivity study will be discussed for
each response.

5.2.0.1 Time to Pit Initiation

As indicated by the value of the main and total effect indices for time to pit initiation (i.e., time at
which conditions are met to form a stable pit), it is clear that only two variables are truly important
to governing this response. The top two parameters by main effect, account for 95 % of the variance,
are:

1. Threshold RH (Ry,)
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Table 5.1: Summary of parameters and their ranges explored in the parameter study. Parameters not
listed in this table are kept constant and set to the values in Tab. 4.1. The sampling distributions
include: uniform %/ ; normal .4"; lognormal In.4".

Parameter Distribution Min.(Mean) Max.(Std. Dev.)

Deposition Model Parameters

Radial Weld Loc. [-] wU 0.000 0.500
s[ug/md] w 0.015 18.820
ky U 2.133 31.873
0y [m] U 0.565 104.248
Pit Depth Model Parameters
(irp) o [A/m?] U 0.068 1.540
b [V /decade] U —0.169 —0.138
Galvele [A/m] w 1.000 3.000
Crack Initiation Model Parameters
Kin [MPa/+/m| wU 0.460 3.300
Ry, [%] U 15.000 30.000
Crack Growth Parameters
Rand. Axial WRS [-] 4 0.000 1.000
Rand. Hoop WRS [-] wU 0.000 1.000
In(a) In.A —25.921 1.570
B N 0.500 0.200
In (xgoec) InA —20.136 1.325

Y [-] 74 0.900 1.100
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2. Radial weld location

The lack of sensitivity of pit initiation to electrochemical parameters such as b, the Galvele parameter,
and (irp)ref’ implies that, over the range specified, the impact on the time to form stable pits does
not vary significantly. Similarly with the salt deposition parameters. It appears than any non-trivial
salt deposition is sufficient to cause pit initiation. The strong dependence on radial weld location is
due to salt deposition being a strong function of canister surface orientation. Pits that form cracks
(which evaluated in this test here) typically form in radial (seam) welds for the parameters selected
here so the radial weld’s radial position is significant. In other circumstances, where the tensile
component of the WRS in the circumferential welds was greater, radial weld position may not be
important as penetrating cracks would form in circumferential welds instead. However, the most
impactful parameter is clearly Ry,. This value is not known with much certainty and should be a
priority for further work to reduce uncertainty of the ASCC model.

5.2.0.2 Time to Crack Initiation

Crack initiation occurs when the Kondo Criteria is met, where K > Ky,, and is highly sensitive to a
number of parameters, including, in decreasing order of sensitivity:

1. Atmospheric Salt Concentration ()

2. Parameterization of chloride particle size distribution (ky, 6y)
3. Critical Stress Intensity factor for crack formation (K, )

4. Radial weld location

The top four parameters account for 88 % of the variance. The salt source parameter s most strongly
influencing the variation in time to crack initiation. Unfortuantley, this is one of the parameters that
is known with little confidence, as the contribution from cooling towers and deicing salt application
are variable and highly site-specific.

5.2.0.3 Time to Crack Penetration

This response of the model is related to the structural integrity of the canister. Upon examination of
the Sobol’ main effect indices, the crack growth prefactor In(@) (proportional to the crack growth
rate under a specific set of reference conditions), the salt concentration s, and the surface temperature
appear as the parameters impacting the most the variation in the time to crack penetration. A closer
look at the total effect indices reveals the interacting effects of both the crack growth rate parameters
(In(@), B, In(xgpoc)) and atmospheric salt concentration (s) on the variability to be expected on the
time to thru-wall crack. Despite the fact that the crack growth model does not account for the effect of
the chemical environment explicitly, such observation is expected since (i) salt deposition parameters
have a substantial influence on the time to crack initiation and (ii) the proposed functional form for
the crack growth rate model proposed in (3.24). Here again, it should be noted that the proposed
crack growth rate model in (3.24) does not account for the effect of the chemical environment at the
crack tip.
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The large number of impactful parameters indicates that submodel parameterization needs to be
improved through additional information gathered of environmental conditions at the site and in the
crack growth related material properties.

The top five parameters by main effect, account for 74 % of the variance, are:

1. Critical Stress Intensity factor for crack formation (Ky,)

2. Atmospheric Salt Concentration ()

3. Parameterization of chloride particle size distribution (ky, 97)
4. Radial weld location

5. Axial WRS weight

Unlike the prior responses examined, the penetration time has a number of parameters that contribute
a similar degree to explaining the variance in the response. Having a small sum of main effects
indicates that the model is highly non-linear. Also, having the fotal effects similar in magnitude
indicates that reducing the uncertainty in any of those parameters would contribute significantly to
reducing the uncertainty of the ASCC model.

The value of the global sensitivity analysis for non-linear models originates in the ability of these
techniques to decouple the influence that the value of other parameters have on a given parameter.
The insight gained by the global sensitivity study, rather than inspecting the impact of varying
individual parameters in an isolated manner, is illustrated by comparing the main and fotal effects
of the radial weld location parameter. This is apparent in Table 5.2 as the effect of varying the
radial weld position alone (its main effect) has a weak effect on any of the responses. However, as
indicated by the total effect index, the interaction between the weld position and other parameters
form a significant part of the variation of each response.



Table 5.2: The Sobol’ indices for the main and total effects are presented for the time to crack initiation and the time to thru-wall crack
propagation as reported by Dakota. The effects are expressed as a percentage for readability. Note that the main effects may not sum to
100% and the fotal effect for any parameter must be greater than the main effect.

Parameters Penetration Crack Initiation Pit Initiation
Main Effect Total Effect Main Effect Total Effect Main Effect Total Effect

Galvele [A/m] 0.65 12.59 0.00 12.14 0.00 0.00
Ry, [%] 0.00 4.40 0.00 0.00 47.30 56.00
Irp [A/m?] 0.00 3.78 0.00 3.64 0.00 0.00
b [Vscg/decade] 0.00 0.63 0.00 0.00 0.00 0.00
Salt Source [pg/m?] 9.75 41.54 21.88 63.17 0.00 0.66
Radial Weld Location [—] 1.31 33.36 0.00 27.94 38.17 49.99
Oy [um] 3.90 31.47 11.59 49.81 0.37 4.61
ky 1.95 20.14 3.86 35.23 0.52 0.82
Kin [MPay/m] 1.95 46.57 1.29 36.44 — —
Rand. Axial WRS 1.30 23.29 1.29 4.86 — —
Rand. Hoop WRS 0.65 3.78 0.00 6.07 — —
y 2.60 14.47 0.00 3.64 — —
In() 0.65 17.62 — — — —
In (Xgooc) 0.65 9.44 — — — —
B 0.00 3.15 — — — —
Totals [%] 23.356 266.220 38.620 242.950 86.142 111.982
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6 Site Selection and Ranking

A key milestone of this project is to evaluate and rank the ISFSIs based on the probability of SCC
forming a canister wall penetrating crack. For the interim report, preliminary results are obtained
that illustrate the analysis that the newly developed capability can produce.

6.1 Probabilistic Evaluation of Sites

The ASCC modeling capability has been exercised in a probabilistic manner to quantify the
risk of corrosion pits initiating, cracks forming, or cracks penetrating the canister wall. This
results presented in this section do not constitute a conclusive analysis as the uncertainty in
many of the parameters is large and many site-specific factors governing salt deposition are not
properly accounted for. The parameters chosen for the preliminary analysis (not including weather
parameters) are provided in Table 6.1. The probabilistic analysis is carried out according to the
procedure specified in Sec. 3.8. The results of the probabilistic analysis show substantial uncertainty
in the time to penetration because of the correspondingly large uncertainty in the model parameters.

For the interim analysis, the quantitative results in Table 6.2 clearly show some interesting
behaviors for the few sites analyzed. The preliminary analysis strongly suggests that vertical
canisters are more resistant to SCC than horizontal ones; however, the model is currently lacking
data regarding airflow (thus #*) around the canister so the results must be taken as preliminary but
suggestive. The CDFs generated by the post-processing tool of the modeling capability produced
Figs. 6.1 and 6.2. The CDFs show the minimum and maximum CDF resulting from a single
epistemic run, along with the mean and the 5™ and 95" percentiles for the probability of crack
penetration. The potential enhanced ASCC resistance of the vertical canisters (Figs.6.1d—6.1f or
Figs. 6.2d-6.2f) is evidenced by the reduced mean CDF compared to the horizontal canisters at the
same site. The vertical canisters also result in cases where pits, cracks, or penetrations do not form
after 100 years.



Stress Corrosion Cracking UQ
62 March 28, 2019

Table 6.1: Model parameters for probabilistic site assessment. The sampling distributions includes:
constant %’; uniform %/ ; normal .#"; lognormal In.#". The type of uncertainty is classified as: none
(constant) ¢’; aleatoric A; epistemic E. The mean column contains the mean value for parameters
described by a lognormal (In.#") or normal (.#") distribution, or the value if the value is a constant
parameter. The minimum and maximum columns contain the limits for parameters described with a
uniform distribution (%)

Type Distribution Mean Std. Dev. Min Max

Geometry Parameters

Diameter [m] '3 1.710
Length [m] © 4.400
t [mm] 4 16.000
Longitudinal Weld Resolution (2 7
Radial Weld Resolution (2 5
Initial Decay Heat [kW] © 24.000
Simulation Time [yr] © 150
Time-Step [dy] € 0.500
Epistemic Sample Size € 1
Aleatoric Sample Size (3 1
Weld #1 Radial Loc. E v 0.000 0.500
Weld #2 Radial Loc. E /4 0.000 0.500
Deposition Model Parameters
dinin [ m] (2 0.000
dmax [Um] € 1000.000
Nbins (2 200.000
Psait [kg/m?] 3 2165.000
Environment Salt Source Term
s' (Site Dependent, see E N 0.015  6.000
Table 3.2)
ky (Inland) E 4 2.133 4.694
0y [um] (Inland) E /4 0.565 104.248
ky (Coastal) E /4 2.290 4.694
0y [um] (Coastal) E v 6.695 14.188




Stress Corrosion Cracking UQ

March 28, 2019 63
Type Distribution Mean Std. Dev. Min Max
Cooling Tower Source Term
s[ug/m?] E w 12.430  18.820
ky E w 2.198  31.873
0y [um] (2 11.511
Road Salt Source Term
s[ug/md] E wU 1.71 0.307
ky (2 2.197
0y [um] E N 104.248
Pt Depth Model Parameters
(itp) o [A/m?] A U 0.068  1.540
b [V /decade] A w —0.169 —0.138
EL[V] (2 —0.200
Ry, [%] A /4 15.000  30.000
Pit Stability Product [A/m] A /4 1.000 3.000
Crack Initiation & Growth Model Parameters
Hoop Stress Weight A w 0.000 1.000
Axial Stress Weight A /4 0.000 1.000
Y E /4 0.900 1.100
Kin [MPay/m| A /4 0.460 3.300
In() A InA —25.921 1.570
B A N 0.500 0.200
o — 3 correlation € —0.470
In(%)g0°c A InAV —20.136 1.325

T The salt source uncertainty based on CASTNET data that will vary by site.
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Pit Initiation at Inland Site Crack Initiation at Inland Site Crack Penetration at Inland Site
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Figure 6.1: Cumulative distribution function (CDF) plots for horizontal (H) and vertical (V) canisters
at a generic coastal ISFSI showing the mean, range, and the 5% and 95% confidence bounds for
the three responses: (a/d) time to pit initiation, (b/e) time to crack initiation, and (c/f) time to crack
penetration of canister wall.

Table 6.2: Summary crack penetration statistics for selected storage sites after 100yrs. In addition
to environmental sources, all sites may have additional salt sources which are limited to either a
cooling tower (C) or deicing (road) salt (R).

Site Orient Addl. Mean Percentile for failure
Sources 5% 98% 99 %
Inland H CR 0.948 1.000 1.000 1.000
Inland V CR 0.625 1.000 1.000  1.000
Coastal H C 0.998 1.000 1.000 1.000
Coastal V C 0.374 0.656 0.700 0.7315
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Figure 6.2: Cumulative distribution function (CDF) plots for horizontal (H) and vertical (V) canisters
at a generic coastal ISFSI showing the mean, range, and the 5% and 95% confidence bounds for
the three responses: (a/d) time to pit initiation, (b/e) time to crack initiation, and (c/f) time to crack
penetration of canister wall.
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7 Preliminary Guidance & Conclusions

This manuscript is an interim report describing the development, verification, and validation of
a probabilistic atmospheric stress corrosion cracking modeling capability to asses the structural
integrity of welded canisters for storage and transportation. This capability incorporates submodels
for describing weather, salt deposition, electrochemical pitting, and residual stress driven crack
propagation affecting weld lines. The origin of each submodel was presented and the technical basis
for selecting realistic ranges for the submodel parameters was justified. The model was exercised in
representative environments and service conditions for canisters stored at ISFSIs exposed to sea-salt
aerosol particles.

The modeling capability developed accounts for variation in weather, the possibility of multiple
aerosol salt sources, a detailed aerosol particle deposition model, and incorporates work sponsored
by the SFWST program that provides detailed data on canister properties such as surface tempera-
ture, airflow, decay heat, and quantification of the WRS. The capability also provides a detailed
deterministic pit depth model and WRS driven crack propagation model. The capability includes
tools for executing large numbers of analysis runs on supercomputer infrastructure and processing
the resulting data to generate probability distributions and summary statistics. Verification and vali-
dation has been conducted for each of the submodels to ensure that they are functionally consistent
with the results of the pilot study and are able to be evaluated throughout the development process
to ensure that each submodel functions properly.

This modeling capability is designed to reduce interim storage operational costs by identifying
canister management data that is needed to develop risk-informed insights that can improve canister
management. Methods and tools developed also consider how to use the results to assist in ranking
major driving factors for ASCC for the extended storage of welded canisters. The methods and
tools to be used to develop an optimized schedule for canister inspection and potential repairs for
extended storage. For example, preliminary results indicate that the most immediate way to reduce
risk of SCC is to ensure that welds are located on the lower half of the canister so as to reduce
chloride deposition. Further investigations are warranted to provide definitive conclusions.

The interim results suggest that using the finding of Section 4.2, we can estimate an absolute
lower bound for time until crack penetration by assuming large quantities of salt with the exact DD
being irrelevant. This interim analysis has identified a distinct need to better understand the sources
and amount of salt available in the atmosphere.

7.1 Data Needs

This work has identified a number of model parameters that are of critical importance to reducing
the uncertainty in the ASCC model. A preliminary global sensitivity analysis conducted on this
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model results in important insights that could not be made from examining changes in individual
parameters in isolation. The global sensitivity analysis identified the five most important parameters
(ranked by the Sobol’ total effect) governing the time to crack penetration include the following
parameters that account for 74 % of the variance in the response:

1. Critical stress intensity factor for crack formation (Ky,)

2. Atmospheric salt concentration ()

3. Parameterization of chloride particle size distribution (ky, 97,)
4. Radial weld location

5. Axial WRS

These impactful parameters are recommended to be the focus of further data acquisition through
experiments or existing literature. The condition for crack initiation, Ky, must be better predicted
as it is a critical parameter for both initiation and thru-wall growth of cracks. Ky may remain
highly uncertain as it may be governed by factors such as surface conditions, heat treatment, and
the presence of impurities in the microstructure. Quantification and effect of those factors on
the uncertainty (or reduction of) in Ky, would be greatly beneficial. Even if it proves difficult to
reduce the parameter’s epistemic uncertainty, it is valuable to know that care must be used when
selecting the range of values that this parameter could reasonably take. The present atmospheric
stress corrosion cracking model as described in this manuscript has no mechanism for crack arrest
once initiated. Therefore, it can be argued that the most important quantity is actually the time
to crack initiation. The inevitable penetration of the canister can be halted if the canister surface
is remediated before crack initiation. From this perspective the aerosol sea-salt concentration ()
(or more accurately: chloride concentration) becomes the dominant factor. Unfortunately, this
quantity is difficult to predict as it can vary widely over the course of a year, or even a day, and can
be affected by not only the proximity to the ocean [6, 16], conditions at the ocean surface, wind
direction, and topography [3, 27], and also the presence of structures and vegetation, and removal by
rain or entrainment [13]. The global sensitivity study results suggest that some of the more difficult
parameters to measure (e.g., electrochemical ones such as Tafel slope b and the pit stability product,
and mechanical ones such as weld residual stress, do not need to be known with more accuracy than
currently available. This assumes that the uncertainty in those parameters are well characterized by
the ranges specified in Table 5.1. However, as indicated by the preliminary global sensitivity study,
reducing uncertainty in the chloride source concentration including a better accounting of road salt,
cooling towers, and distance from the shore would improve the prediction of the current model. In
addition, better accounting for the direction of prevailing winds from the shore, nearby roads, and
cooling towers will help determine the total amount of salt that the canister is exposed to. Due to
the known effects of local topography, structure, and plant life, there is a distinct need for more site
specific measurements of source terms and particle size distributions, particularly near the ocean
where atmospheric salt content is exceptionally high.

7.2 Follow-up work for next fiscal year

e Complete Monte Carlo data gathering for all remaining ISFSI sites;
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Perform site-ranking;
Proposed optimized inspection per site category;
Improve pitting model with more physical description of pit initiation and pit growth;

Improved characterization of site-specific atmospheric conditions notably salt concentration
and aerosol particle size distribution;

Expand the analyses to other SS types beyond just 304;
Explore much lower decay heats including zero decay heat;

Relax assumptions of uniform distributions with better estimate distributions for some input
parameters.
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Appendix A Code Description

The code has a number of modes and built in features to make applying it more straightforward and
analysis simplified. The major features are:

Complete documentation of all functions and modules via Doxygen that is available in the
Documentation folder or through the links Documentation HTML or Documentation PDF, for
HTML or PDF forms of documentation.

Dakota interface with a Dakota input file that will perform a sensitivity study that is available in
scc/unit_test_files/sensitivity_study/

A.1 Conducting a Probabilistic Analysis via Monte Carlo Sam-
pling

A.1.1 Pre-processing

The tool/launch-scc.py script has been developed to aid in launching a large number of analysis
runs in an efficient manner on large supercomupters. The purpose of the code is to execute one
(or more) epistemic runs on a single compute node and run a large number of aleatoric sampling
runs on each node. The script calculate the time needed to perform the calculation based on the
user specified --time_per_realization option that should be set to the number of seconds to
complete a single aleatory sampling run.

usage: launch-scc.py [-h] -s {d,g,r,e,c,u,m,s,1} -e EPISTEMIC [-n N] -a
ALEATORIC [-c CORES] [-r RAND] -1 LOCATION -o {v,h}
[-q {batch,short}] [-t RUNTIME] [-w WCID]
[--time_per_realization TIME_PER_REALIZATION] [-v]

Launches multiple SCC code instances on one or more nodes on various computer
systems

optional arguments:
-h, —-help show this help message and exit
-s {d,g,r,e,c,u,m,s,1}
Computer system: ’d’=direct run, ’c’=chama, ’g’=ghost,
’u’=uno, ’r’= serrano, ’e’=eclipse,
’s’=skybridge, ’'m’=my mac,’1’=s1006792
—-e EPISTEMIC, --epistemic EPISTEMIC
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number of epistemic instances
-n N, ——n N number of epistemic instances for each execution of
scc code (optional) [default 1]
—-a ALEATORIC, --aleatoric ALEATORIC
number of aleatoric instances per epistemic instance
-c CORES, --cores CORES
number of cores to use (optional)
-r RAND, --rand RAND Random number generator seed [default 0: if <= 0, then
clock is used to pick new seed]
-1 LOCATION, --location LOCATION
Name of ISFSI site [i.e. ’ComanchePeak’]
-0 {v,h}, ——orientation {v,h}
Orientation of canisters at ISFSI site (h or v)
-q {batch,short}, --queue {batch,short}
Queue to employ (optional, default batch)
-t RUNTIME, --runtime RUNTIME
Run Time (optional, default 48:00:00)
-w WCID, --wcid WCID WCID for use on Sandia Clusters(optional)
--time_per_realization TIME_PER_REALIZATION
Time for a single aleatoric instance to complete [s],
this is a system dependent value so it should be reset
for each system the SCC code is used with.
-v, ——verb Use verbose output? May generate HUGE files

A.1.2 Post-processing

The folder scc/tools/ folder contains tools need to launch analysis jobs and post-process the
results.

A.2 Required Inputs

The SCC code uses three different kind of input file to parameterize the execute the model. The first
is a global parameter file that sets parameters that apply to all sites and controls the model execution;
second is the site-dependent parameters that includes weather and salt deposition parameters; third
are the databases that contain experimental or calculated data related to the properties of the brine
solution, canister temperature, and weld residual stress.

The structure of the input files is very straight-forward. The code expects FORTRAN namelist
style input. Begin all global parameter input using the template SCC_Parameters.nml, and the
site-specific parameters should be entered based on one of the files provided in A11_Sites_Data/.
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A.2.1 Input Parameter Types

The SCC code has a number of different input types that will be referred to in the following
discussion of inputs to the code. As the code is written in FORTRAN, the language’s limitations
must be respected in providing data. The types of inputs expected (and their short-hand notation)
include:

Logical (L) A boolean logical True/False variable. In FORTRAN-style, this may be written as:
.true. or .false.;lor0Q; TorF.

String (S) A sequence of characters (without spaces) that must be quoted.
Integer (I) An integer.

Float (F) A double precision floating point number. This may be given in the form of 0.00,
0.00e0, or 0.00d0 (preferred).

Uncertain (U) Data that represents either a constant or can be represented by a statistical distri-
bution. Distributions include: Constant (%), Uniform (%), log normal (In.#"), and normal
(/) distributions. Each uncertain variable is classified having either aleatoric or epistemic
uncertainty.

The code expects each value (L,S,I,F) or set of values to be identified by a comment line and the
value on the following line. In the case of the U variable type, the code expects the input to be
provided on two lines; the first line identifying the type of distribution, and the second providing
the necessary inputs. The distribution type can take the values 0, 1, 2, or 3, corresponding to a
constant value, uniform (%), normal (.4"), or a log normal (In.#") distribution. The U variable type
is entered in one of the following 2-line forms: For a % (constant) value (type 0):

var%TYPE_FLAG = 0, ! comment
var,VALUE = X,

Provide with a single floating point value. For a %/ distribution (type 1):

var),TYPE_FLAG = 1,
var,EPISTEMIC_FLAG = T/F,
var}MINIMUM X,
var¥MAXIMUM = X,

The TYPE_FLAG is a boolean variable that identifies the U variable var as either having epistemic
(T) or aleatoric (F) uncertainty. The values minimum and MAXIMUM are floating point values that
specify the limits of the distribution. For a .4~ distribution (type 2):

var%TYPE_FLAG = 2,
var,EPISTEMIC_FLAG = T/F,
var%MEAN = X,
var’,STANDARD_DEV
var’,TRUNCATION =

= X,
X,
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The FLAG is a boolean variable that identifies the U variable var as either having epistemic (T) or
aleatoric (F) uncertainty. The values MEAN and STANDARD_DEVIATION are floating point values that
specify the mean and standard deviation of the .4 distribution. TRUNCATION specifies the smallest
non-zero value used to generate a value in the distribution. Use this to prevent the generation of
extreme outlying statistical samples. For a In.4" distribution (type 3):

var%TYPE_FLAG = 3,
var%EPISTEMIC_FLAG = T/F,
var%MEAN = X,
var’,STANDARD_DEV
var%TRUNCATION =

= X,

X,

The FLAG is a boolean variable that identifies the U variable var as either having epistemic (T) or
aleatoric (F) uncertainty. The values MEAN and STANDARD_DEVIATION are floating point values that
specify the mean and standard deviation of the In.#” distribution. Note that these values are expected
to be the natural logarithm of the actual values. TRUNCATION specifies the smallest non-zero value

used to generate a value in the distribution (not the natural logarithm of the value). Use this to
prevent the generation of extreme outlying statistical samples.

A.2.2 Global Parameters

The parameters required in the global input file SCC_Parameters.nml are listed below with a
description of the parameters and their type identification as listed in Section A.2.1. Because
a variable is listed as a U, it does not mean that the parameter must be treated as uncertain. U
parameters can be set constant by declaring them of type 0.

Namelist: CONTROL contains parameters to control the model

silent (L) [T/F] If silent is false, a limited amount of information is printed to the screen
during model execution and other information is saved to files within the generated
Output/ directory. The screen will report the current time step during execution.
Additional files output are described in Section A.3. Information output includes annual
summaries of maximum pit and crack depth, and salt deposition densities.

debug (L) [T/F] Prints a large amount of information to the screen for debugging purposes.
Data reported includes detailed records of the convergence of root-finding algorithms
and daily values of weather, pit, and maximum crack depth. It is recommended to use
this option only for very short simulation time periods to aid in debugging due to the
large amount of data reported.

dakota_output (L) [T/F] Enable code to output file for Dakota to read for use in performing
sensitivity studies.

dump_interval (I) [dy] Frequency with which to output deposition and pit depth data.
simulation_name (S)

epistemic_samples (I) [—] Number of epistemic samples to generate, where uncertain
variables marked as having epistemic uncertainty will be resampled after each model
execution.
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aleatory_samples (I) [—] Number of aleatoric samples to generate, with each sample
constituting a unique sampling of variables marked as having aleatoric uncertainty. The
requested number of samples are executed for each epistemic sample requested.

random_seed_value (I) [—] This allows for the specification of the random seed used to
initialize the weather and uncertain parameter sampling. This parameter is intended for
use in testing or calibration where identical weather parameters and samples are needed
each time the code is run. A value of 0 will ensure that a unique seed (based on the
system clock time) is used to generate random samples.

stat_bins (I) [—] Number of bins to use in the calculation of the CDF generated in post-
processing after the requested number of aleatoric runs have been completed.

longitudinal weld resolution (I) [—] Number of increments for each longitudinal weld
that extends for half of the canister length.

radial weld resolution (I) [—] Number of increments for each radial weld that extends
half-way around the canister (weld is symmetric about the the circumference).

epistemic_start (I) [—| (Default: 1) Number to label first epistemic evaluation. This is
useful for restarting an incomplete analysis, which occurs if the value is > 1. A value
of < 0 ensures that the evaluations are started from the first epistemic and aleatoric
instance (i.e. from scratch).

Namelist: CANISTER contains parameters for canister geometry and modeled time

weld_ 1 location (U) [—] Weld #1 normalized radial location, where O is the underside of
canister (for horizontal canisters) and 0.5 indicates the weld is located at the top of the
canister.

weld 2 location (U) [—] Weld #2 normalized radial location, where O is the underside of
canister (for horizontal canisters) and 0.5 indicates the weld is located at the top of the
canister.

initial _decay_heat (U) [kW] Initial decay heat given off by canister.

simulation time (U) [years| Time for which to run the model for each epistemic and
aleatoric iteration.

time_step (U) [days] Currently fixed at one day.
canister_diameter (U) [m] Outer diameter of canister.
canister_length (U) [m] Length of canister in longitudinal direction.

canister_thickness (U) [m] Thickness of canister walls.
Namelist: CRACK contains parameters used in the crack growth model

random_hoop (U) [—] Determines the degree to which hoop WRS represents the WC residual
stress. A weight of O selects the residual stress in the HAZ and 1 selects the residual
stress at the WC. Intermediate values are linearly interpolated.

random_axial (U) [—] Determines the degree to which the axial WRS represents the WC
residual stress. A weight of 0 selects the residual stress in the HAZ and 1 selects the
residual stress at the WC. Intermediate values are linearly interpolated.
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geom_factor (U) [—] The geometric factor (aspect ratio) Y in (3.23).
K_th (U) [MPa/\/m| Threshold stress intensity factor for crack growth.

crack growth_rate_80C (U) [Inm/s] Natural logarithm of the rate of crack growth at 80°C
at a reference temperature of 80°C.

beta (U) [—]| Stress-intensity factor exponent for crack growth.
alpha (U) [m/s| Crack growth prefactor.
alpha beta correlation (U) [—| Correlation between crack growth parameters.

T_ref _crack_growth (U) [°C] Ambient environmental temperature at which canister tem-
perature tables were calculated (currently 15.555°C). Should be set as a constant (type
0).

Namelist: CORROSION Contains parameters needed for the maximum pit depth model.

threshold RH (U) [%] The minimum RH required to initiate pit growth

i_rp_ref (U) [A/m?] Value of passive current density corresponding to given Tafel slope,
E}, and reference Eip values.

E_rp_ref (U) [Vsce] Value of repassivation potential corresponding to given Tafel slope,
Ey, and reference iy, value.

tafel (U) [Vscg/decade] The Tafel slope corresponding to the given Ej, and reference iy,
and E\, values.

E_L (U) [Vscg] Value of corrosion potential corresponding to given Tafel slope and reference
Irp and Eyp values.

E_rpmin (U) [Vscg] Minimum possible value of E, for use in root-finding algorithms.
galvele (U) [A/m] Pit stability product for corrosion.

particle density (U) [kg/m?] Density of airborne salt particles. Defaults to the density
of NaCl at 2160kg/m>.

Namelist: INPUT site_file_name (S) (Default: Sites.txt)
sites_folder (S) (Default: A11_Sites_Data)

Namelist: DATABASES axial file name (2D) (Default: axial _stress.dat) Stores the experi-
mental data for the axial residual stress near the welds in MPa. The data is stored by
normalized depth from the outer diameter of the canister (rows) and the value of stress
in the HAZ or WC (columns). The stress values are extracted from Ref. [22], subject to
the simplifications discussed in Section 3.7.2.

hoop_file name (2D) (Default: hoop_stress.dat) Stores the experimental data for the
hoop residual stress near the welds in MPa. The data is stored by normalized depth
from the outer diameter of the canister (rows) and the value of stress in the HAZ or WC
(columns). The stress values are extracted from Ref. [22], subject to the simplifications
discussed in Section 3.7.2.
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steam_file name (3D) (Default: Vertical _Temp.dat) Temperature map in degrees Cel-
cius for the vertical canister. The data is stored by normalized length along the longitu-
dinal axis (rows), the radial position from 0 at Odeg to 0.5 at 180deg (columns), with
the 3™ dimension being the time (in years) from the reference decay heat load (in this
case 24kW). The temperature values were extracted from Ref. [70].

press_file name (2D) (Default: PsatvsT.dat) The saturation pressure is needed for cal-
culations involving RH. The database provides Saturation Pressure in MPa as a function
of temperature in degrees Celsius. At temperatures below zero, the saturation pressure
is referenced to being over ice, not liquid water. The database is derived from the
functional forms of Ref. [95].

volume file name (1D) (Default: VolvsPsat.dat) Provides the volume density of liquid
water in m? /kg as a function of pressure in MPa. At temperatures below zero, the
saturation pressure is referenced to being over ice, not liquid water. The database is
derived from the functional forms of Ref. 95.

horizontal file name (3D) (Default: Horizontal Temp.dat) Temperature map in de-
grees Celsius for the horizontal canister. The data is stored by normalized length along
the longitudinal axis (rows), the radial position from O at the underside of the canister
to 0.5 at the top surface (columns), with the 3" dimension being the time (in years)
from the reference decay heat load (in this case 24kW). The temperature values were
extracted from Ref. 69.

vertical file name (3D) (Default: Vertical Temp.dat) Temperature map in degrees
Celsius for the vertical canister. The data is stored by normalized length along the
longitudinal axis (rows), the radial position from O at the underside of the canister to
0.5 at the top surface (columns), with the 3" dimension being the time (in years) from
the reference decay heat load (in this case 30.17kW). The temperature values were
extracted from Ref. 70.

decay_heat _horizontal file name (1D) (Default: Decay Heat Horizontal.dat) De-
cay heat (kW) versus time (in years) for the horizontal canister that was used to generate
the horizontal temperature map in the Horizontal Temp.dat file.

decay_heat_vertical file name (1D) (Default: Decay Heat _Vertical.dat) Decay heat
(kW) versus time (in years) for the vertical canister that was used to generate the vertical
temperature map in the Vertical Temp.dat file.

horizontal Cf_file_name (2D) (Default: Cf _Horizontal.dat)

horizontal ustar file name (2D) (Default: Horizontal ustar.dat) If present, the u*
file will be used for horizontal canisters.

vertical ustar _file name (2D) (Default: Vertical ustar.dat) If present, the u* file
will be used for vertical canisters, otherwise flat plate friction is assumed.

cond_file name (2D) (Default: Canthodic_conductivity.dat) Provides the conductiv-
ity of the brine solution in units of S/m. The data is given in terms of RH [%] (rows),
and temperature in degrees Celsius (columns). The database is extracted from the results
reported in Ref. [19].
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brine_thickness_file_name (2D) (Default: Brine_Thickness.dat) Provides the thick-
ness of the Brine layer in meters as a function of the density in kg/m?. The data is
stored by RH [%] (rows), and temperature in degrees Celsius (columns). The database
is extracted from the results reported in Ref. [19].

air dens file name (1D) (Default: AirDensvsT.dat) Provides the density of air as a
function of temperature kg/m?.

brine ph_file name (2D) (Default: Brine_pH.dat) Provides pH of the brine layer as a
function of RH and temperature. The data is stored by RH [%] (rows), and temperature
in degrees Celsius (columns). The database is extracted from the results reported in
Ref. [19].

cl_concentration_file_name (2D) (Default: Brine_Cl_concentration.dat) Provides
the chloride ion molar concentration in the brine layer. The data is stored by RH [%]
(rows), and temperature in degrees Celsius (columns). The database is extracted from
the results reported in Ref. [19].

Namelist: OUTPUT error report file name (S) (Default: Outputs/ERROR REPORT. txt) Use
to record errors, warnings, and notes.

output_directory (S) (Default: Outputs) This directory determines the file location prefix
for the remaining output files listed below:

results_file name (S) (Default: results_summary.out)
site_statistics_file name (S) (Default: site_statistics.dat)
pits_out_file name (S) (Default: pits.dat) Output file for pit data.
cracks out_file name (S) (Default: cracks.dat) Output file for crack data.

weather out _file name (S) (Default: weather.dat) Reports the daily weather generated
for a given site including the maximum and minimum temperature [°C], RH [%], and
dewpoint [°C].

time record file name (S) (Default: first event record.dat) A file reporting the
first time of pit initiation, the first crack initiation, and the first penetration of the
canister for each epistemic and aleatoric instance. These times are independent, mean-
ing that they do not necessarily refer to the same pit. The data is unsorted. This file is
intended for use in post-processing to extract statistics. Time is reported in days, where
a —1 value means the event did not occur.

twc_summary file name (S) (Default: first twc.dat) Lists the location (coordinates,
and weld), pit initiation time, crack initiation time, penetration time, and elapsed time
for crack growth for the first crack that penetrates the wall in each aleatoric evaluation
for all epistemic evalutions. Time is given in days, the weld number in which the crack
is located, the normalized canister surface coordinates, and the crack’s final depth is
reported in mm.

A.2.3 Site-dependent Parameters

The parameters required each site parameter file, found within the A11_Sites_Data/ directory,
are listed below with a description of the parameters and their type identification as listed in
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Section A.2.1. Because a variable is listed as a U, it does not mean that the parameter must be
treated as uncertain. U parameters can be set constant by declaring them of type 0.

Namelist: MAXTEMP Max Temperature Reference parameters are used in (3.1):

a (F) y scale
b (F) vy shift
c (F) x scale
d (F) x shift

Namelist: MAXTEMPSTD Maximum Temperature Standard Deviation parameters are used in (3.2):

a (F) y scale
b (F) vy shift
c (F) x scale
d (F) x shift

Namelist: MINTEMP Minimum Temperature Fitting from Max Temperature parameters are used in
(3.4):

mean (F) mean

standard_dev (F) standard deviation
Namelist: MAXDEW Max Dew Point Fitting from Max Temperature parameters are used in (3.5):

mean (F) mean

standard_dev(F) standard deviation

Namelist: MINDEW Minimum Dew Point Fitting from Max Dew Point] Parameters are used in
(3.6):

mean (F) mean of the logarithm tranformed

standard_dev (F) standard deviation of the logarithm transformed
Namelist: PSD particle size distribution namelist

dmin (F) 0um Minimum airborne salt particle size
d max (F) 1000 um Maximum airborne salt particle size

nbins (I) 200[—] Number of bins to use for discretization of particle size distribution.
Namelist: ORIENT Specifies the orientation fo the canister

horizontal (L) (Default: T) Specifies if the canister is in a horizontal orientation. The
parameter is True if the canister is in the horizontal orientation.

Namelist: WIND Specifies the far-field air flow rate within the canister overpack
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wind velocity (U) U.[m/s| If the horizontal or vertical u* tables are not being used, the
velocity is needed to estimate the surface friction velocity using the Cy tables.

Namelist: NSOURCE Number of salt sources namelist
nsources (I) [—] Number of independent sources of airborne salt particles (no limit).

Namelist: SOURCE _PARAMS Particle Size Distribution Parameters parameters are used in (3.11),
and the deposition model described in Section 3.5. The namelist contains arrays of length
nsources to specifying the particle size distribution and source concentration for each
independent source.

gamma magnitude (i) (U) ¢y [—] scale parameter for gamma distribution.
gamma_shape (i) (U) ky [—] shape parameter for gamma distribution.
gamma_scale (i) (U) 6y [um] theta scale parameter for gamma distribution.
source (i) (U) s[kg/m?] Atmospheric concentration of salt particles.

start_day(i) (I) [dy] Number of day in year where the salt source begins to apply. Default
is to apply all year. Default can be applied by entering O or not entering the item.

end_day (i) (I) [dy] Number of day in year where the salt source ceases to apply. Default is
to apply all year. Default can be applied by entering O or not entering the item. Note
that the date range can wrap around the end of the year so that start_day > end day.

A.2.4 Database Parameters

The databases are a type of input used by the submodels that are independent of site. The databases
are designed to store one, two, and three dimensional data. The databases are intended to store
data that is derived from experiments or calculations that do not need to be recalculated during
model execution. The databases were developed for a number of reasons including: the need to
store properties that are not amenable to representation by analytical expressions; the need to store
data in such a manner that it may be easily changed if new experimental or calculated data becomes
available; and to allow for application of the code to different corrosive environments or materials
systems.

The values in each database are represented by 1 to 3 dimensional data. The number of
dimensions is supplied in the line following the informational header (usually containing a citation
for the data source). For one-dimensional data, the number of entries Y is supplied on the next
line, followed by Y rows containing two columns. The first column is the value of the independent
variable, and the second is the value of the dependent variable.

For two-dimensional data, after the informational header, the next line contains the number
of rows expected in the database Y, followed on the next line by the number of columns X. The
following line holds the Y space-separated values for each row in the database. The next line holds
the values of the X space-separated values of the columns in the database. The 2D database then
requires the data in Y rows with X columns of values.

For three-dimensional data, after the informational header, the next line contains the number of
rows expected in the database Y, followed on the next line by the number of columns X, followed
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on the next line by number of data sets Z. The following line holds the Y space-separated values
for each row in the database. The next line holds the values of the X space-separated values of the
columns in the database. The following line holds the Z space-separated values of each dataset. The
3D database requires Z x Y rows with X columns. The first Y rows contain the values at the first Z
value, and so on, until all Z datasets are entered.

For four-dimensional data, after the informational header, the next line contains the number of
rows expected in the database Y, followed on the next line by the number of columns X, followed
on the next line by number of data sets Z, and followed on the next line by the number of groups W.
The following line holds the Y space-separated values for each row in the database. The next line
holds the values of the X space-separated values of the columns in the database. The following line
holds the Z space-separated values of each dataset. The following line holds the W space-separated
values of each dataset. The 4D database requires Z X Y rows with X columns. The first ¥ rows
contain the values at the first Z value, and so on, until all Z datasets are entered for the first W value.
The process is repeated for each W value.

Repeat the lowest values if no interpolation is intended, otherwise, interpolation will be assumed.

A summary of the required headers is given in Table A.1. The data may be provided in non-
uniform increments. Linear interpolation will be employed to calculate data points between the
given values. Replacing the databases does not require recompiling the code, only replacing the
text file in the code’s Databases/ directory. The name of the database cannot be changed without
recompiling the code as the filenames are set by the hard_coded_file_names module. The
database’s dimensionality must also remain unchanged.

Databases values are supplied to the calling routine after checking that the requested values are
contained within the database.

A.3 Output from SCC Code

The output produced by the SCC codes varies depending the settings of the debug and silent
simulation parameters located in the SCC_Parameters. txt input file. If silent is false, a limited
amount of information is printed to the screen during model execution and other information is
saved to files within the generated Output/ directory of the current working directory. The screen
will report the current time step during execution. Additional files output include annual summaries
of maximum pit and crack depth, and salt deposition densities. If debug is true, the code prints a
large amount of information to the screen for debugging purposes. Data reported includes detailed
records of the convergence of root-finding algorithms and daily values of weather, pit, and maximum
crack depth. It is recommended to use this option only for very short simulation time periods to aid
in debugging due to the large amount of data reported.

A list of all possible output files are provided below. If a given file is only produced when
silent is false (or debug is true) then it will be marked with a V indicating verbose output mode.

epistemic X aleatory_Y.txt This file echoes the current values of all global and site-specific
parameters and is labeled with the iteration number of the epistemic and aleatory loops.

results_summary.out provides the total time taken, the job’s name, date, and number of sites,
epistemic, and aleatoric runs. The file also reports a time per realization for use in planning
additional runs.
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Table A.1: Description of header information required for 1, 2, 3 and 4 dimensional databases.
With 3 comment lines, the number of lines before the actual data is given varies: 6 header lines are
required for 1D data, 9 lines for 2D data, and 11 lines for 3D data, and 13 for 4D data.

Line# ‘ 1D Description ‘ ‘ 2D Description ‘ ‘ 3D  Description ‘ 4D  Description
1 N N N N  Total Comment Lines
2 | Inl Comment In1 Comment In1 Comment Comment  Comment line #1
3 | In2 Comment In2  Comment n2 ... In2
4 | In3 Comment In3  Comment In3  Comment In3  Comment line #N
5 1 2 3 4 Number of Dimensions
6 y y y y  Number of Rows
7 X X x  Number of Columns
8 y-values  Values for Rows z  Number of Sets z  Number of Sets
9 x-values  Values for Columns y-values  Values for Rows w  Number of Groups
10 x-values x-values  Values for Columns y-values  Values for Rows
11 z-values z-values  Values for Sets x-values  Values for Columns
12 z-values  Values for Sets
13 w-values  Values for Groups

weather.dat Reports the daily weather generated for a given site including the maximum and
minimum temperature [°C], RH [%], and dewpoint [°C].

pits.dat lists all pits that have not become cracks, including their initiation time and maximum
depth [um].

cracks.dat lists the depth [mm] and location of all active cracks that have not penetrated the
canister wall.

penetrating cracks summary.dat will output data on all penetrating cracks for each aleatoric
and epistemic evaluation. Time is reported in days, A null result will be returned if no
penetration occurs.

first event record.dat A file reporting the first time of pit initiation, the first crack initiation,
and the first penetration of the canister for each epistemic and aleatoric instance. These
times are independent, meaning that they do not necessarily refer to the same pit. The data is
unsorted. This file is intended for use in post-processing to extract statistics. Time is reported
in days, where a —1 value means the event did not occur.

first twc.dat Lists the location (coordinates, and weld), pit initiation time, crack initiation time,
penetration time, and elapsed time for crack growth for the first crack that penetrates the
wall in each aleatoric evaluation for all epistemic evalutions. Time is given in days, the weld
number in which the crack is located, the normalized canister surface coordinates, and the
crack’s final depth is reported in mm.

all cracks status.dat Reports total number of cracks that formed in the canister. The file
also reports the pit and crack initiation time [days], time to penetration [days], location
[normalized coordinates], and weld number.
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interval X_all pits.dat (V) Annually records the number of pits and the number that have not
turned into cracks. For each surface site the location [normalized coordinates], weld number,
pit initiation time [days], and maximum depth of each pit [m] is written.

interval X weld Y.dat (V) Annually records the location [normalized coordinates], salt deposi-
tion density [kg/m?], pit initiation time [days], and maximum depth of the pit [1m] at each
surface site.

site_statistics_pit_init.dat This file contains the CDF of the time to pit initiation resulting
from completing the requested number of aleatory instances. This file is output for each
epistemic instance of the model.

site_statistics_crack_init.dat This file contains the CDF of the time to crack initiation
resulting from completing the requested number of aleatory instances. This file is output for
each epistemic instance of the model.

site_statistics_pit_init.dat This file contains the CDF of the time until a crack first pene-
trates the wall after completing the requested number of aleatory instances. This file is output
for each epistemic instance of the model.

A.4 Post-processing

usage: post_process.py [-h] [-s SITEFILE] [-o OUTDIR] [-k PICKLE] [--pct PCT]
[--plotpct PLOTPCT] [-t TIMES] [-d SEARCHDIR]
[-f FIRST_TWC] [-p] [-pol]

Post-processes one or more sites to generate CDF plots and instances on one or
more nodes on various computer systems

optional arguments:
-h, --help show this help message and exit
-s SITEFILE, --sitefile SITEFILE
Location of file listing ISFSI sites
-o OUTDIR, --outdir OUTDIR
Directory to hold CDF plots
-k PICKLE, --pickle PICKLE
path to pickle file for ISFSI data

--pct PCT Value or tuple of percentile values to compite
[default: (1,2,5,95,98,99)]
--plotpct PLOTPCT tuple of max/min percentile values to display on plot

[default: (5.,95.)]

-t TIMES, --times TIMES
tuple of years to report in summary file [default:
(25.,50.,75.,100.)]

—-d SEARCHDIR, --searchdir SEARCHDIR
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path to start search

-f FIRST_TWC, --first_twc FIRST_TWC
Name of file containing list of penetrating cracks
(default: first_twc.dat)

-p, —-plot Generate plots? (HPCs may not have graphics
capabilities) [default: False]
-po, ——plotonly Generate plots from pickel file without search for

datafiles? [default: Falsel

A.5 Errors & Warnings

An error means the code stops, while a warning does not stop code execution, but makes the user
aware of unexpected behavior.
Errors:

ERROR
<routine/table name>
<message>
Parmeter Value: <offending value>
Limit Value : <limit value>
Warnings:
WARNING
<routine/table name>
<message>
Parmeter Value: <offending value>
Limit Value : <limit value>
Notes:
NOTE

<routine_name>

<message>

Default value warning:
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DEFAULT VALUE ASSIGNMENT WARNING

<variable_name>

<message>

Existing Value: <default value>
New Value : <current value>
A.5.1 Possible Warnings

Warnings will be suppressed if the parameter value Silent == .true..

i_c_max value does not converge test

i_cmax is set to zero, solution diverging test

i_cmax convergence outside of tolerance

r_anode convergence outside of tolerance

r_anode greater than wall thickness, pit has penetrated wall

Index exceeds Maximum Value of array, using linear extrapolation test
Erp convergence outside of tolerance

Value greater than Maximum value of array, using linear extrapolationoc-
curs when using the function

get_lower_index. This function is only used to calculate offset time for initial decay heat.

Restarting Simulation from: (param: epistemic, limit: aleatoric) Thecode’s
restart capability is engaged. This message displays the index of the next epistemic and
aleatoric instance to continue the simulation until the originally requested number of evalua-
tions is complete.

A.5.2 Possible Errors

i_cmax greater than maximum search limit
i_cmax less than minimum search limit
r_anode less than minimum search limit
Erp greater than minimum search limit
Erp greater than maximum search limit

Index exceeds Maximum Value of array! (set extrapolate==True to bypass)
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Initial value of Decay Heat requested is greater than that available
in table!

Something’s wrong, the requested decay heat is not found at Toffset This
is a check made to ensure that the calculated offset time actually corresponds to the de-
sired initial decay heat in the Decay Heat Horizontal.dat or Decay Heat Vertical.dat
databases.

Index exceeds Maximum Value of array! (set extrapolate==True to bypass)
Value below that of minimum array value! (set extrapolate==True to bypass)

Reynolds number smaller than minimum value in table, check value of
wind_velocity weather parameter

Reynolds number exceeded maximum value in table, check value of
wind_velocity weather parameter

File containing list of first TWC for each aleatory/epistemic run must exist!
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Appendix B Code Verification

Within the source code directory, the there exist a number of FORTRANO9S5 executables that are
suffixed with .tool that should be executed to perform unit testing and validation. The available
test cover each submodel and ancillary functions such as input and output ones.

chemistry.test: tests the chemistry module that perform the calculation of the Anderko
et al. [20] model for the E;pvalue and compares it with the original paper. Output summary in
unit_test_files/ChemistryTest/ChemistryTestResults.out

chen-kelly.test: Tests the chen_kelly module’s functions that calculate the maximum
pit depth according to the model described in Refs. 49, 50. A summary of the output and com-
parison with figures and results from the original paper are found in unit_test_files/CK/

crack_growth.test: Test the crack growth module’s functions that perform a test for the
time of for crack growth under specific conditions. These results reproduce the values in the
preliminary report (Ref. 1), with a summary of the output found in
unit_test_files/CrackGrowth/CGtest_results.txt

deposition_rate.test: This with a summary of the output found in
unit_test_files/DepositionRate/ also contains GNUPLOT scripts to plot the deposi-
tion velocity and compare it with the original paper it was implemented from, along with a
script to plot the DD on the welds. Compare the results of
unit_test_files/DepositionRate/TestReport.dat with those of
unit_test_files/DepositionRate/TestReport.ref.dat to check the output of other
ancillary functions provided by the module.

deterministic.test: This test perform a series of deterministic calculations of the ASCC
code at sites with fictitious fixed conditions that can be used to verify that the fully probabilistic

model will function properly. Example sites are included in the
unit_test_files/DeterminsticTest/All_Sites_Data folder and the results, for com-
parison, are provided in the

unit_test_files/DeterministicTest/Outputs_ref/ folder. Note that this test uses
its own separate Site.dat file and SCC_Parameters.nml (input parameters file). With the
separate source and input parameters files, this test is also intended to be used to test the code
during development or quickly preform various “what-if”” scenarios.

table_dump.test: This tests will write the tables in the database to the folder
unit_test_files/plots/ where scripts exit to plot many of the tables. This test is used to
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ensure that the code is reading the database tables as intended. This test is primarily intended
to ensure that any new or revised databases are correctly read by the code by verifying that
the tables are written with the intended coordinates assigned to the intended columns/rows.

random_seed.test:

statistics.test: This test is used to test the statistics module that calculates the CDF
of the aleatoric runs. The test outputs a manufactured distribution and compares with the
analytical solution that may be plotted with the included script. The distributions and plotting
script are located in the
unit_test_files/StatisticsTest/ folder.

weather.test: The test is intended to validate the functions in the weather module used to
calculate RH, dewpoint, saturation pressure, and absolute humidity from the module’s func-
tions and database tables. A summary of the results are provided in
unit_test_files/WeatherTest/summary.txt.
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Appendix C Example SCC Output Files

C.1 Annual deposition record for a single weld

Pit Init Time

Weld

#

-1
-1
-1
-1
-1
4482
1458

Radial Depth [mm]

Output only if silent = F.
Site ID Radial Longitudinal DD [kg/m~2]
8 0.40 0.50 1.846E+00
9 0.40 0.58 1.875E+00
10 0.40 0.67 1.904E+00
11 0.40 0.75 1.999E+00
12 0.40 0.83 2.145E+00
13 0.40 0.92 2.311E+00
14 0.40 1.00 2.481E+00
C.2 first twc.dat
#Epis Aleat Pit Init. Crack Elapse
Radial Depth [mm]
1 1 1458 1458 1459
0.400000 16.0000
C.3 pits.dat
! ID Weld# Long Radial Depth[um]
! Pits that are not cracks / total possi 2/ 24
3 1 0.166667 0.500000 -1 0.00
4 1 0.250000 0.500000 -1 0.00
5 1 0.333333 0.500000 -1 0.00
6 1 0.416667 0.500000 -1 0.00
7 1 0.500000 0.500000 -1 0.00
8 2 0.500000 0.400000 -1 0.00
9 2 0.583333 0.400000 -1 0.00
10 2 0.666667 0.400000 -1 0.00
15 3 0.000000 0.000000 -1 0.00
16 3 0.000000 0.125000 -1 0.00
17 3 0.000000 0.250000 3571 3.21
20 4 0.500000 0.000000 -1 0.00
21 4 0.500000 0.125000 -1 0.00
22 4 0.500000 0.250000 25924 3.95
23 4 0.500000 0.375000 -1 0.00
24 4 0.500000 0.500000 -1 0.00
C.4 cracks.dat
IDPit I Init. Time Weld# TWC T Long
! Number of cracks this realization: 8

Max Depth [um]

O O O O

Longit.

1.000000

.000
.000
.000
.000
.000
232.
145.

860
617
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11
12
13
14
18
19

C.5

ID

11
12
13
14
18
19

4482
181562
30573
14734

4482

1458

4055

4482

4482
18152
30573
14734

4482

1458
23931
22709

WWNNNNPRE -

4483
18154
30574
14736

4483

1459
23932
22710

OO rHr OOOoOO0OOo

.000000
.083333
.750000
.833333
.916667
.000000
.000000
.000000

penetrating cracks summary.dat

Pit Init TInit.

4482
18152
30573
14734

4482

1458

4055

4482

Time Weld#
! Number of thru-wall cracks this realization:

4482
18152
30573
14734

4482

1458
23931
22709

1

WWNNNN e

TWC Time Long
4483 0.000000
18154 0.083333
30574 0.750000
14736 0.833333
4483 0.916667
1459 1.000000
23932 0.000000
22710 0.000000

(el elelNeNeNeNeNe

O OO OO OoOOoOOo

.500000
.500000
.400000
.400000
.400000
.400000
.375000
.500000

8

.500000
.500000
.400000
.400000
.400000
.400000
.375000
.500000

16.
16.
16.
16.
16.
16.
16.
16.

Radial Depth[mm]

16.
16.
16.
16.
16.
16.
16.
16.

0000
0000
0000
0000
0000
0000
0000
0000

0000
0000
0000
0000
0000
0000
0000
0000
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41
42
43
44
45
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Appendix D Example SCC Input Files

D.1 Simulation Parameters

SCC_Parameters File

HOW TO READ THIS FILE:

TYPE %s an integer 0, 1, 2, or 3 which tells the type of parameter
Each parameter has a given name denoted by NAME

0 = CONSTANT erpect a single numerical wvalue

1 = UNIFORM ezpect a T/F flag and two numerical wvalues, in order of MIN MAX
2 = NORMAL expect a T/F flag and three values in order of MEAN STANDARD_DEV TRUNCATION
3 = LOGNORMAL same as NORMAL

The T/F flag denotes if this is an epestemic or aleatoric parameter. T = Epestemic F =
Aleatoric

! EXCEPTION: The parameters in the ’control’ namelist are of type logical, character, or
tnteger.
They do mnot follow this convention!

T A B B B B B B B B B B B B B B Y N N N N N Y B B B B B Y B B B B B Y N Y N N B B B B B A B B B I B B B B B A

! The ’mode’ mamelist <s optional.
D e
!' It will only be required if wanting to use the

! ’publication mode’ for the case of the pipe
NN NN NN NN NN NN NN

&pub
publication = F,

/

[ B B B B B B B B B B B A A Y B B A Y B B B B B A A A A B B A B N A N N B A B B A B B B Y Y B B B A A

! Simulation Control Parameters
NN NN NN NN NN

&control

! Silent | True if the program will not output anything (MUST BE LOGICAL)

silent = F,

! Debug | True if the program will output degbugging information (in ./Debug) (MUST BE
LOGICAL)

debug = F,

! Dakota mode | if True the program will produce output file for dakota based on second
command line argument (MUST BE LOGICAL)

dakota_output = F,

! Dump Deposition Interval [days] | interval <in days to dump (if silent == .false. or debug
= .true.)

dump_interval = 365,

! Simulation Name | used in the summary file (MUST BE STRING)

simulation_name = "Probabilistic_Test",
! Epistemic Sample Size | Number of Epistemic Samples (MUST BE INTEGER)
epistemic_samples = 1,

! Aleatoric Sample Size | Number of Aleatoric Samples (MUST BE INTEGER)



46
47
48
49
50
51
52
53
54
55

56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
8
82
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92
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94
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aleatory_samples = 5,

! Longitudinal Weld Resolution | Descritization size for longitudinal welds
longitudinal_weld_resolution = 7,

! Radial Weld Resolution | Descritization size for radial welds
radial_weld_resolution = 5,

! Random Seed | Value used to seed the RNG (MUST BE INTEGER)

random_seed_value = 132462,

! # Bins for output statistics (10 day bins)

stat_bins = 3650,

!> \var number of first epistemic run (to number them consistently, even when launching
multple instances of code (defaults to 1)), always start from scratch if <=0

epistemic_start=1,

/

T B B B B B B B B B B B B B B B B B A R N Y B B B B B B A A B B A B Y A N B B B A A B B B B B Y B B B B B

! simulation model parameters (all of the uncertain variable type)
NN NN NN NN NN NN NN NN NN

&canister

! Initial Decay Heat [ [kW]

initial_decay_heattype_flag = 0,
initial_decay_heat%value = 24.0d0,

! Simulation time | [years]

simulation_time%type_flag = O,

simulation_time%value = 100.04d0,

! Time step in days | Size of one time step | WARNING: must be 1 day (for now)
time_stepltype_flag = O,

time_step%value = 1.040,

! Canister Diameter [ [m]

canister_diameterj%type_flag = O,

canister_diameter’value = 1.7140,

! Canister Length | [m]

canister_length¥%type_flag = 0,

canister_length%value = 4.40d0,

! Canister Thickness [ [m]

canister_thickness/type_flag = 0,
canister_thickness’value = 1.604-2,

! weld_loc_1 | Weld #1 Radial Location [0 < theta < 0.5]
weld_1_location’type_flag = 1,
weld_1_location’epistemic_flag = T,
weld_1_location%minimum = 0.04d0,

weld_1_locationy)maximum = 0.5d0,

! weld_loc_2 | Weld #2 Radial Location [0 < theta < 0.5]
weld_2_location’%type_flag = 1,
weld_2_1ocation%epistemic_flag =T,

weld_2_location¥)minimum = 0.040,
weld_2_location¥)maximum = 0.5d0,
/

&crack
! Random Hoop Weight |
random_hoop/type_flag = 1,

random_hooplepistemic_flag = F,
random_hoop’%minimum = 0.040,
random_hoop’maximum = 1.0d0,

! Random Azial Weight |/
random_axial%type_flag = 1,

random_axial%epistemic_flag = F,
random_axial%minimum = 0.0dO,
random_axialmaximum = 1.0dO0,

! Geometric Factor |/
geom_factor%type_flag=1,
geom_factorepistemic_flag = F,
geom_factoryminimum = 0.9d0,
geom_factormaximum = 1.140,
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! K_th | [MPa/sqrt(m)] Threshold stress intensity at T_th=80.0 and d=initial crack depth

K_th%type_flag = 1,
K_thlepistemic_flag = F,
K_th%minimum = 0.4640,
K_th%maximum = 3.30d40,

! Crack Growth Rate @ 80C | Rate for Crack Growth at 80 degrees Cp (may be log of wvalue if

constant)
crack_growth_rate_80C%type_flag = 3,
crack_growth_rate_80C%epistemic_flag = F,
crack_growth_rate_80C%mean = -20.13553
crack_growth_rate_80C%standard_dev = 1.325d0
crack_growth_rate_80CY%truncation = 0.022d0,
! Beta_cg | Beta parameter for crack growth (may be log of wvalue if constant)
betaltype_flag = 2,
betalepistemic_flag = F,
betaj)mean = 0.5d0,
betal;standard_dev = 0.2d0,
betal,truncation = 0.022d0,
! Alpha_cg | Alpha parameter for crack growth (may be log of walue if comstant)
alpha%type_flag = 3,
alpha’epistemic_flag = F,
alpha%mean = -25.921d0,
alphaj)standard_dev = 1.570d0,
alpha¥%truncation = 0.022,
! Alpha_Beta_Correlation (must be constant)
alpha_beta_correlationitype_flag = 0,
alpha_beta_correlationvalue = -0.474d0,
! T_ref_crack_growth [deg C]J
T_ref_crack_growth/type_flag = O,
T_ref_crack_growth¥%value = 15.55554d0,

! Parameters for pit depth/corrosion model

&corrosion

! Threashold RH | Relative humidity below which no pits form [}]
threshold_rh%type_flag = 1,

threshold_rh%epistemic_flag = F,

threshold_rh%minimum = 15.0d0,

threshold_rh%maximum = 30.0dO0,

! i_rp_ref | Reference Repassivation Current Density [A/m~2]
i_rp_refitype_flag = 1,

i_rp_refiepistemic_flag = F,

i_rp_ref’/minimum = 0.068d0,

i_rp_refmaximum = 1.540d0,

! E_rp_ref | Potential at the pit (anode) [V_SCE]
E_rp_ref)type_flag = 0,

E_rp_refyvalue = -0.4d0,

! Tafel | Tafel Slope per decade of current [V_SCE/decade]
tafelltype_flag = 1,

tafellepistemic_flag = F,

tafel)minimum = -0.169d0,

tafelYmaximum = -0.138d0,

! E_L | Corrosion Potential at cathode edge [V_SCE]
E_L%type_flag = O,

E_L%value = -0.24d0,

! E_rp_min | Potential at the pit (anode) [V_SCE]
E_rp_minYtype_flag = O,

E_rp_min%value = -2.040,

! Galvele | Galvele hemispherical pit stability product [A/m]
galveleYtype_flag = 1,

galvelelepistemic_flag = F,

galveleYminimum = 1.040,

galveleYmaximum = 3.0d0,

! rho_particle | Density of airbourne salt particle [kg/m~3],
particle_density%type_flag = O,

particle_density%value = 2165.0d0,

/
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T A A B B A A A A A B A N A N N A N A N N A N A N A A B A A B A A O )

! File Names to be used for this simulation
NN NN NN NN NN

&input

!> \brief Location of the file with the site names

site_file_name="Sites.dat",

!> \brief Where the sites data is located (nmot a parameter so it can be overwrtiten by tests
)

sites_folder="All_Sites_Data",

If a database file mame <s not included, the file will not
be read!

&databases

!> \brief Location of the azial stress table (read into ‘axial_stress_table )

axial_file_name="Databases/axial_stress.dat",

!> \brief Location of the hoop stress table (read into ‘hoop_stress_table ‘)

hoop_file_name="Databases/hoop_stress.dat",

!> \brief Location of the relative humidity table (read into ‘steam_table ‘)

steam_file_name="Databases/Steam.dat",

!> \brief Location of the inverse density as a funciton of pressure table (read into
psat_temp_table )

press_file_name="Databases/PsatvsT.dat",

!> \brief Location of the saturated vapor pressure as a funciton of temperature table (read
into ‘air_dens_table ‘)

volume_file_name="Databases/VolvsPsat.dat",

!> \brief Location of the temp data for horizontal canisters (read into
horizontal_temp_table ‘)

horizontal_file_name="Databases/Horizontal_Temp.dat",

!> \brief Location of the temp data for wertical cantisters (read into ‘vertical_temp_table ‘)

vertical_file_name="Databases/Vertical_Temp.dat",

!> \brief Location of the decay heat data for horizontal canisters (read into
decay_heat_vertical ‘)

decay_heat_horizontal_file_name="Databases/Decay_Heat_Horizontal.dat",

!> \brief Location of the decay heat data for wertical canisters (read into
decay_heat_vertical )

decay_heat_vertical_file_name="Databases/Decay_Heat_Vertical.dat",

!> \brief Location of the C_f data for horizontal canisters (read into ‘horizontal_cf_table
‘)

!horizontal_Cf_file_name="Databases/Cf_horizontal.dat",

!> \brief If present, the u* file will be used for horizontal canisters

horizontal_ustar_file_name="Databases/Horizontal_Ustar.dat",

!> \brief If present, the u* file will be used for wvertical canisters, otherwise, flat plate
friction is assumed

! vertical_ustar_file_name="Databases/vertical_ustar.dat",

!> \brief Location of the cathodic conductivity density table (read into
cathodic_conductivity_table )

cond_file_name="Databases/Cathodic_conductivity.dat",

!> \brief Location of the Brine Thickness table (read into ‘brine_table )

brine_thickness_file_name="Databases/Brine_Thickness.dat",

!> \brief Location of the dry Air Density table (read into ‘air_dens_table ‘)

air_dens_file_name="Databases/AirDensvsT.dat",

!> \brief Location of the Brine pH table (read into ‘brine_ph_table ‘)

brine_pH_file_name="Databases/Brine_pH.dat",

!> \brief Location of the Brine Cl- concentration table (read into ‘cl_concentration_table ‘)

Cl_concentration_file_name="Databases/Brine_Cl_concentration.dat",

I3

¢

¢

¢

I'e

&output
!> \var Used to catalog errors
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error_report_file_name="0Outputs/ERROR_REPORT.txt",

!> \wvar Outputs directory (not a paramter so it can be reset by tests)

output_directory="0Outputs",

11

I'l' output_directory determines the prefiz for the following files:

11

!> \var Results of the simulation

results_file_name="results_summary.out",

!> \var Summary Statistics

site_statistics_file_name="site_statistics.dat",

!> \wvar Output file for the pit data

pits_out_file_name="pits.dat",

!> \wvar Output file for the crack data

cracks_out_file_name="cracks.dat",

!> \var Output file for the crack summary data

cracks_summary_out_file_name="penetrating_crack_summary.dat",

!> \var Output file for the weather data

weather_out_file_name="weather.dat",

!> \var First event record file for each epistemic loop, determines
pit tnitiation, crack initiation, and penetration times.

time_record_file_name="first_event_record.dat",

!> \var Data for first pit/crack to penetrate wall (not necessarily
to initiate)

twc_summary_file_name="first_twc.dat",

/

[ B B B B B B B B B B B B B B B B B B A R B B B A A A A A B A A A Y |

separately, the first

the first pit or crack
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