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USED FUEL DISPOSITION IN CRYSTALLINE ROCKS: FY16 

PROGRESS REPORT 

 

EXECUTIVE SUMMARY 
 

Active participation in international R&D is crucial for achieving the UFD long-term goals of 

conducting “experiments to fill data needs and confirm advanced modeling approaches” (by 

2015) and of having a “robust modeling and experimental basis for evaluation of multiple 

disposal system options” (by 2020). DOE’s Office of Nuclear Energy (NE) and its Office of 

Used Fuel Disposition Research and Development (UFD) have developed a strategic plan to 

advance cooperation with international partners. The international collaboration on the 

evaluation of crystalline disposal media at Sandia National Laboratories (SNL) in FY16 focused 

on the following four activities: (1) thermal-hydrologic-mechanical-chemical modeling single 

fracture evolution; (2) simulations of flow and transport in Bedrichov Tunnel, Czech Republic, 

(3) completion of streaming potential testing at Korean Atomic Energy Research Institute 

(KAERI), and (4) technical data exchange with KAERI on thermal-hydrologic-mechanical 

(THM) properties and specifications of bentonite buffer materials. The first two activities are 

part of the Development of Coupled Models and their Validation against Experiments 

(DECOVALEX-2015) project.  The major accomplishments include: 

 

 DECOVALEX C.1: Thermal-Hydrologic-Mechanical-Chemical (THMC) Processes in 

Single Fractures: Understanding of subsurface fracture opening and closure is of great 

importance to oil/gas production, geothermal energy extraction, radioactive waste 

disposal, and carbon sequestration and storage.  Fracture opening and closure involve a 

complex set of thermal, hydrologic, mechanical and chemical (THMC) processes.  A 

fully coupled THMC model for fracture opening and closure is formulated by explicitly 

accounting for the stress concentration on aperture surface, stress-activated mineral 

dissolution, pressure solution at contacting asperities, and channel flow dynamics. A 

model analysis, together with reported laboratory observations, shows that a tangential 

surface stress created by a far-field compressive normal stress may play an important 

role in controlling fracture aperture evolution in a stressed geologic medium, a 

mechanism that has not been considered in any existing models.  Based on the model 

analysis, a necessary condition for aperture opening has been derived.  The model 

provides a reasonable explanation for many salient features of fracture evolution in 

laboratory experiments, including a spontaneous switch from a permeability reduction 

to a permeability increase in a static limestone experiment.  The work may also help 

develop a new method for estimating in-situ stress in a reservoir. 

 DECOVALEX C.2: Bedrichov Tunnel Test Case: The transit time distribution (TTD) of 

discharge collected from fractures in the Bedrichov Tunnel, Czech Republic, is 

investigated using lumped parameter models and multiple environmental tracers. We 

utilize time series of δ18O, δ2H and δ3H along with CFC measurements from individual 

fractures in the Bedrichov Tunnel of the Czech Republic to investigate the TTD, and 

the uncertainty in estimated mean travel time in several fracture networks of varying 

length and discharge. We compare several transit time distributions, including the 

dispersion distribution, the exponential distribution, and a developed TTD which 

includes the effects of matrix diffusion. The effect of seasonal recharge is explored by 
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comparing several seasonal weighting functions to derive the historical recharge 

concentration. We identify best fit mean ages for each TTD by minimizing the error-

weighted, multi-tracer χ2 residual for each seasonal weighting function. We use this 

methodology to test the ability of each TTD and seasonal input function to fit the 

observed tracer concentrations, and the effect of choosing different TTD and seasonal 

recharge functions on the mean age estimation. We find that the estimated mean transit 

time is a function of both the assumed transit time distribution and seasonal weighting 

function. Best fits as measured by the χ2 value were achieved for the dispersive model 

using the seasonal input function developed here for two of the three modeled sites, 

while at the third site, equally good fits were achieved with the exponential model and 

the dispersion model and our seasonal input function. The average mean transit time for 

all TTDs and seasonal input functions converged to similar values at each location. The 

sensitivity of the estimated mean transit time to the seasonal weighting function was 

equal to that of the transit time distribution. These results indicated that understanding 

seasonality of recharge is at least as important as the uncertainty in the flow path 

distribution in fracture networks, and that unique identification of the TTD and mean 

transit time is difficult given the uncertainty in the recharge function. However, the 

mean transit time appears to be relatively robust to the structural model uncertainty. 

The results presented here should be applicable to other studies using environmental 

tracers to constrain ow and transport properties in fractured rock systems. 

 Collaboration with KAERI: SNL and KAERI have developed a multi-year plan for joint 

field testing and modeling to support the study of high-level nuclear waste disposal in 

crystalline geologic media. In FY16, KAERI completed the task on streaming potential 

(SP) testing and initiated a new task on technique development for in-situ borehole 

characterization. The new task is a jointed effort between the UFD deep borehole 

disposal work package and the crystalline disposal R&D work package. In FY16, 

KAERI also provided the data on THM properties and specifications of bentonite buffer 

materials. For the streaming potential testing, a sandbox experiment was established at 

KAERI to study the hydroelectric coupling. An acrylic tank was filled up with 

homogeneous sand as a sand aquifer, and the upstream and downstream reservoirs were 

connected to the sand aquifer to control the hydraulic gradient. Under a steady-state 

water flow condition, a tracer test was performed in the sandbox with the help of 

peristaltic pump, and tracer samples were collected from the same interval of five 

screened wells in the sandbox. During the tracer test, SP signals resulting from the 

distribution of 20 nonpolarizable electrodes were measured at the top of the tank by a 

multichannel meter. The results showed that there were changes in the observed SP 

after injection of tracer, which indicated that the SP was likely to be related to the solute 

transport.  

 

Future work will include: (1) developing a plan for the participation in the new phase of the 

DECOVALEX project, (2) initiating an actual field test at the KURT site for the development of 

in-situ measurement techniques in boreholes, and (3) using the data obtained from the 

international collaboration for UFD model validation and demonstration.   
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1.    OBJECTIVES  

 
Recognizing the benefits of international collaboration in the common goal of safely and 

efficiently managing the back end of the nuclear fuel cycle, DOE’s Office of Nuclear Energy 

(NE) and its Office of Used Fuel Disposition Research and Development (UFD) have developed 

a strategic plan to advance cooperation with international partners (Birkholzer et al., 2013; UFD, 

2012). UFD’s strategic plan lays out two interdependent areas of international collaboration. The 

first area is cooperation with the international nuclear community through participation in 

international organizations, working groups, committees, and expert panels. Such participation 

typically involves conference and workshop visits, information exchanges, reviews, and training 

and education. The second area of international collaboration is active R&D participation of U.S. 

researchers within international projects or programs (UFD, 2012). By active R&D, it is meant 

that U.S. researchers work closely together with international scientists on specific R&D projects 

relevant to both sides. With respect to geologic disposal of radioactive waste, such active 

collaboration provides direct access to information, data, and expertise on various disposal 

options and geologic environments that have been collected internationally over the past 

decades. Many international programs have operating underground research laboratories (URLs) 

in clay/shale, granite, and salt environments, in which relevant field experiments have been and 

are being conducted. Depending on the type of collaboration, U.S. researchers can participate in 

planning, conducting, and interpreting experiments in these URLs, and thereby get early access 

to field studies without having in situ research facilities in the United States. 

 

UFD considers this second area, active international R&D, to be very beneficial in achieving the 

program’s long-term goals of conducting “experiments to fill data needs and confirm advanced 

modeling approaches” (by 2015) and of having a “robust modeling and experimental basis for 

evaluation of multiple disposal system options” (by 2020). Advancing opportunities for active 

international collaboration with respect to geologic disposal has therefore been the primary focus 

of UFD’s international strategy in the recent year (Birkholzer et al., 2013; Birkholzer, 2012).  

 

This report summarizes the work accomplished in FY16 at Sandia National Laboratories (SNL) 

related to international collaborations on the evaluation of crystalline rocks as disposal media. 

The FY15 work was focused on the the following three activities: (1) thermal-hydrologic-

mechanical-chemical modeling single fracture evolution; (2) simulations of flow and transport in 

Bedrichov Tunnel, Czech Republic, (3) streaming potential testing at Korean Atomic Energy 

Research Institute (KAERI), and (4) technical data exchange with KAERI on thermal-

hydrologic-mechanical (THM) properties and specifications of bentonite buffer materials. The 

first two activities are part of the Development of Coupled Models and their Validation against 

Experiments (DECOVALEX-2015) project.  This work directly supports the following UFD 

objectives: 

 

•  Develop a fundamental understanding of disposal system performance in a range of 

environments for potential wastes that could arise from future nuclear fuel cycle 

alternatives through theory, simulation, testing, and experimentation. 

•  Develop a computational modeling capability for the performance of storage and disposal 

options for a range of fuel cycle alternatives, evolving from generic models to more 

robust models of performance assessment. 
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The work documented here also addresses the following specific topics identified based on the 

UFD R&D Implementation Plan (Wang, 2014). 

 

• Topic #S5: Evaluation of state of the art of site characterization techniques 

• Topic #S7: Identification of the needs for using underground research laboratory 

• Topic #P1: Development of discrete fracture network model 

• Topic #P2: Parameter estimation and uncertainty quantification of field testing 

 

 

1.1  REFERENCES 

 

Birkholzer, J.T. (2012). Status of UFD Campaign International Activities in Disposal Research. 

Report prepared for U.S. Department of Energy Used Fuel Disposition Campaign, 

FCRD-UFD-2012-000295.  

Birkholzer, J., Asahina, D., Chen, F., Gardner, P., Houseworth, J., Jove-Colon, C., Kersting, A., 

Nair, P., Nutt, M., Li, L., Liu, H.H., Painter, S., Reimus, P., Rutqvist, J., Steefel, C., 

Tynan, M., Wang, Y., Zavarin, M. (2013). An overview of US disposal research activities 

linked to international URLs. Proceedings of the 2013 International High-Level 

Radioactive Waste Management Conference (IHLRWM), April 28 – May 2, 2013, 

Albuquerque, New Mexico. 

UFD (2012). Office of Used Fuel Disposition International Program — Strategic Plan (2013) 

April 2012, U.S. Department of Energy.  

Wang, Y. (2014) Used Fuel Disposal in Crystalline Rocks: Status and FY14 Progress, FCRD-

UFD-2014-000060.  
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2.  THERMAL-HYDROLOGIC-MECHANICAL-CHEMCIAL 

MOLDEING OF SUBSURFACE FRACTURE OPENING AND 

CLOSURE 

 
 

2.1  INTRODUCTION 

 

Understanding of fracture opening and closure in geologic media is crucial for oil/gas 

production, geothermal energy extraction, radioactive waste disposal, and carbon sequestration 

and storage (e.g., Yasuhara et al., 2006; Ellis et al., 2013).  It has been observed that, under 

certain circumstances, a fracture can undergo either opening or closure or switch from one 

regime to another (Polak et al., 2004; Liu et al., 2006; McGuire et al., 2013). Fracture evolution 

involves a complex set of coupled physical and chemical processes, including stress-mediated 

mineral dissolution/precipitation, fluid flow and transport, mechanical deformation, etc.  

Significant effort has been made to understand these processes in laboratories. For example, in a 

flow-through experiment on a natural novaculite fracture under moderate effective stress (~14 

bars), Yasuhara et al. (2006) observed a reduction in fracture permeability for the first 1500 

hours followed by a significant increase in fracture aperture as the fluid flow rate and the 

temperature in the experiment were ramped up.  In a similar experiment on a limestone fracture, 

Polak et al. (2004) observed that, during the initial circulation of groundwater, the differential 

pressure increased about threefold as the contacting asperities across the fracture were removed. 

Interestingly, after switching to distilled water, they first observed another threefold reduction in 

permeability and then a spontaneous switch from a permeability reduction to a permeability 

increase without any change in experimental conditions. The underlying mechanism for this 

switch is unknown.  An increase in permeability usually involves preferential dissolution 

channeling (Elkhoury et al., 2013).  

 

Various models have been developed for fracture opening and closure, with various 

levels of complexity with respect to process couplings, ranging from a simple geometrical model 

to a coupled thermal-hydrologic-mechanical-chemical (THMC) model (Table 1).  However, 

those models are to a large extent empirical and thus not amenable for predictions. No existing 

model is able to provide a consistent explanation for some key features of fracture evolution 

often observed in laboratory experiments, for example, a spontaneous transition from a 

permeability reduction to a permeability increase (Polak et al., 2004), an enhancement of fracture 

permeability by temperature (Yasuhara et a., 2006), or a similar enhancement by a low-pH 

solution (McGuire et al., 2013).  Questions, such as what role a normal stress would play in 

fracture evolution and under what conditions a fracture would tend to open or close, still remain 

open.    

 

The objective of this section is to lay a theoretical foundation for modeling subsurface 

fracture opening and closure. The model proposed below is a fully coupled THMC model that 

explicitly accounts for three key processes: (1) stress concentration around individual aperture 

channels, (2) stress-activated mineral dissolution on fracture surfaces, and (3) reactive infiltration 

instability of fluid flow in fracture aperture.  This model is based on a recent observation in 

materials science that a tangential surface stress may enhance or inhibit mineral reaction on a 

stressed solid surface (Aziz et al., 1991; Yu and Suo, 2000).  The work presented here will for 
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the first time demonstrate that this mechanism may also play an important role in fracture 

aperture evolution in a stressed geologic medium.  Based on a model analysis, a necessary 

condition for aperture opening will be derived.  The proposed model will be able to explain key 

features of fracture evolution often observed in laboratory experiments. The geologic 

implications of the model results will also be discussed                  

 

2.2 MODEL FORMULATION 

 

Geometric representation of a single fracture   

 

It is assumed that a fracture plane can be represented with stripes of contacting areas 

(asperities) surrounded by aperture channels (Fig. 1).  It is further assumed that the cross section 

of an individual aperture channel can be described by a truncated ellipse defined by the 

intersection of two identical ellipses (Fig. 2):  

 
𝑥′2

𝑎′2
+

(𝑦′−ℎ)2

𝑏′2
= 1                (1) 

 
𝑥′2

𝑎′2
+

(𝑦′+ℎ)2

𝑏′2
= 1                (2) 

 

where x’ and y’ are the local coordinates; and a’ and b’ are the major and minor semi-axes of the 

two intersecting ellipses respectively.  Parameters a’ and b’ are related to the semi-axes of the 

truncated ellipse (a, b) by (Fig. 2):        

 

  𝑎′ =
ℎ+𝑏

√(ℎ+𝑏)2−ℎ2
𝑎                (3) 

  

  𝑏′ = ℎ + 𝑏.                 (4) 

 

The area of the cross section (S) can be calculated by: 

 

  𝑆 = 1𝑎′𝑏′ arcsin (
𝑎

𝑎′) − 2ℎ𝑎             (5) 

 

The contact area ratio of a fracture can then be defined by: 

 

  𝑓𝑐 = 1 − 𝛼√1 − (1 −
𝑏

𝑏′)
2

              (6) 

 

with 

 

 𝛼 =
𝑎′

𝑎0+𝑔0
         

 

where a0 and e0 are the initial widths of the aperture channel (a) and the neighboring contacting 

asperities (g) respectively. As shown in Fig. 3, Equation (6) is able to fit the measured aperture-

contact area relation relatively well, indicating that the geometry of an actual aperture channel 
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can be represented adequately by a truncated ellipse. This is certainly an advantage over other 

geometrical representations such as a triangular channel (Liu et al., 2006), which are usually not 

able to reproduce the measured relationship.  

 
Local stresses  

 

The model proposed here explicitly accounts for the stress concentration at a fracture 

contact area and on the surface of an aperture channel under a far-field compressive normal 

stress (𝜎∞) (Fig. 1).  To simplify stress-concentration calculations, it is assumed that the 

geometry of a truncated elliptic channel can still be approximated by a normal ellipse with the 

same semi-axes. The stress at any point of fracture surface can be split into two orthogonal 

components: the normal stress (perpendicular to the surface) and the tangential stress (parallel to 

the surface) (Chung and Fuller, 1992).   

 

Adopting a convention of a compressive stress being positive, we have at a fracture 

contact: 

 

  𝜎∞ = 𝑝𝑓(1 − 𝑓𝑐) + 𝜎𝑐
𝑛𝑓𝑐              (7) 

 

  𝜎𝑐
𝑡 = 𝑝𝑓                  (8) 

 

where 𝑝𝑓 is the pore fluid pressure; 𝜎𝑐
𝑛 and 𝜎𝑐

𝑡 are the normal and tangential stresses at the 

contact respectively. Similarly, on an aperture channel surface, we have (Reuschlé et al., 1988): 

 

  𝜎𝑝
𝑛 = 𝑝𝑓                  (9) 

 

  𝜎𝑝
𝑡(𝜃) = 𝑝𝑓 −

(1−𝑚2)(−𝜎∞+2𝑝𝑓)+2𝜎∞(𝑚−𝑐𝑜𝑠2𝜃)

1+𝑚2−2𝑚𝑐𝑜𝑠2𝜃
        (10) 

 

where 𝑚 = (𝑎 − 𝑏)/(𝑎 + 𝑏) ; 𝜎𝑝
𝑛 and 𝜎𝑝

𝑡 are the normal and tangential stresses on the surface; 

and 𝜃 is the eccentric angle of the point under consideration on the aperture surface (Fig. 1A). 

 
Strain energy 

  

The elastic strain energy at a specific point of a fracture surface is estimated to be on the 

order of  
𝜎2

2𝐸
, where σ is the stress exerted at that point and E is the Young’s modulus of the rock 

involved (Reuschlé et al., 1988).  This energy is usually small and can be negligible (Bruton and 

Helgeson, 1983).  Other processes may also contribute to the total strain energy of a stressed 

rock, such as a strain energy arising from lattice mismatches along grain boundaries (Wang and 

Vitek, 1986) and an additional energy resulted from the formation of various defects and 

dislocations within stressed crystals (Shimizu, 1995).  We assume that the total strain energy at a 

specific point of a fracture surface is quadratically proportional to the stress involved. We then 

have: 

 

At a fracture contact 
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  ∆𝐺𝑠(𝑐𝑜𝑛𝑡𝑎𝑐𝑡) = 𝛽𝑣𝑠(𝜎𝑐
𝑛2 + 𝜎𝑐

𝑡2)           (11) 

 

On an aperture surface: 

 

∆𝐺𝑠(𝜃) = 𝛽𝑣𝑠[𝜎𝑝
𝑛(𝜃)2 + 𝜎𝑝

𝑡(𝜃)2]           (12) 

 

where ∆𝐺𝑠(∙) is the strain energy at a specific location; 𝑣𝑠 is the molar volume of the mineral of 

concern; and 𝛽 is a proportionality constant.  

 
Chemical potential and stress-activated mineral dissolution 

 

The chemical potential at a specific point of a fracture surface depends on the local stress 

at that location.  At a fracture contact, the chemical potential of the solid can be expressed as: 

 

  𝜇𝑠 = 𝜇𝑠
0 +

1

2
(𝜎𝑐

𝑛 + 𝜎𝑐
𝑡)𝑣𝑠 + ∆𝐺𝑠(𝑐𝑜𝑛𝑡𝑎𝑐𝑡)         (13) 

 

where 𝜇𝑠 is the chemical potential of the mineral; 𝜇𝑠
0 is the chemical potential at a standard 

(stress-free) state; R is the gas constant; and T is the absolute temperature.   The second term on 

the right-hand side of Equation (13) represents the work done by the stress due to a volumetric 

expansion of a mineral grain as the mineral grows (Guéguen and Palciauskas, 1994).  It is 

assumed that a thin water film exists at a fracture contact and this film is able to sustain the 

normal stress across the contact (e.g., Renard and Ortoleva, 1997). Similarly, at the aperture 

surface, the chemical potential of the solid at a specific point can be described by: 

 

𝜇𝑠(𝜃) = 𝜇𝑠
0 +

1

2
[𝜎𝑝

𝑛(𝜃) + 𝜎𝑝
𝑡(𝜃)]𝑣𝑠 + ∆𝐺𝑠(𝜃)        (14) 

 

The chemical potential of the dissolved species in the pore fluid can be written as: 

 

𝜇𝑎 = 𝜇𝑎
0 + 𝑅𝑇𝑙𝑛𝑐𝑝+ 𝑝𝑓𝑣𝑎             (15) 

 

where 𝜇𝑎
0 is the chemical potential of dissolved species at the standard state; and 𝑣𝑎 is the molar 

volume of the dissolved species. 

 

The chemical affinity (𝐴𝑝) for mineral dissolution at an aperture surface is calculated by: 

 

𝐴𝑝 = 𝜇𝑠(𝜃) − 𝜇𝑎 = 𝜇𝑠
0 + {

1

2
[𝜎𝑝

𝑛(𝜃) + 𝜎𝑝
𝑡(𝜃)] + 𝛽[𝜎𝑝

𝑛(𝜃)2 + 𝜎𝑝
𝑡(𝜃)2]} 𝑣𝑠 

−𝜇𝑎
0 − 𝑝𝑓𝑣𝑎 − 𝑅𝑇𝑙𝑛𝑐𝑝        (16) 

 

Based on the transition state theory, the dissolution rate at an aperture surface can be described 

by (de Groot and Mazur, 1984; Dibble and Tiller, 1981; Dove, 1995):  

 

 𝑅(𝜃) = 𝑘𝑒−
∆𝐺⧺+𝜎𝑝

𝑡 (𝜃)𝑣⧺

𝑅𝑇 (1 − 𝑒−
𝐴𝑝

𝑅𝑇) 
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         = 𝑘𝑒−
∆𝐺⧺+𝜎𝑝

𝑡 (𝜃)𝑣⧺

𝑅𝑇 [1 −
𝐶𝑝

𝐾(𝜃)
]          (17) 

 

where k is the reaction rate constant;  ∆𝐺⧺ is the activation energy to account for the temperature 

effect on the reaction rate; 𝑣⧺ is the activation volume to account for the effect of surface stress 

on the reaction rate (Aziz et al., 1991; Yu and Suo, 2000); and 𝐾(𝜃) is the equilibrium constant 

of the dissolution reaction under stress: 

 

𝐾(𝜃) = 𝑒
𝜇𝑠
0−𝜇𝑎

0+{
1
2
[𝜎𝑝

𝑛(𝜃)+𝜎𝑝
𝑡 (𝜃)]+𝛽[𝜎𝑝

𝑛(𝜃)2+𝜎𝑝
𝑡 (𝜃)2]}𝑣𝑠−𝑝𝑓𝑣𝑎

𝑅𝑇        (18) 

 

  

Note that the concept of stress-activated mineral dissolution is an important component of the 

proposed model. This concept is based on the experimental observation that a tensile tangential 

stress at a solid surface enhances both mineral dissolution and growth at the surface (Aziz et al., 

1991; Barvosa-Carter and Aziz, 1998; Yu and Suo, 2000).  The activation volume 𝑣⧺ is 

estimated to be ~ 0.3 𝑣𝑠 (Aziz et al., 1991). 

     
Reaction-diffusion at a fracture contact   

 

The mass transfer between a fracture contact and the fluid in the surrounding aperture 

channel is facilitated by diffusion through a water film at the contact driven by a concentration 

gradient across the contact. Since the water film is usually very thin, on the order of nanometers 

(Alcantar et al., 2003), the water in the film is expected to quickly reach equilibrium with the 

confining solid.  From Equation (13), the concentration of dissolved species at the fracture 

contact can then be estimated to be: 

 

𝑐𝑐 = 𝑒
𝜇𝑠
0−𝜇𝑎

0+
1
2
(𝜎𝑐

𝑛+𝜎𝑐
𝑡)𝑣𝑠−𝑝𝑓𝑣𝑎+∆𝐺𝑠(𝑐𝑜𝑛𝑡𝑎𝑐𝑡)

𝑅𝑇 .           (19) 

 

Chemical species in nanopore confinement generally behave differently from those in a bulk 

system (Wang, 2014), which creates a difficulty with defining a standard state for a confined 

solute or solvent. To avoid this difficulty, we choose the pore fluid as a reference case for 

calculating the dissolved species concentration at the contact. In this sense, the calculated 

concentration should be treated as a nominal concentration, which is sufficient for our purpose 

since the main concern here is the concentration gradient across a fracture contact. 

 

With Equation (19), the mineral dissolution rate at a fracture contact can be written as:  

 

  𝑅(𝑐𝑜𝑛𝑡𝑎𝑐𝑡) =
𝐷𝑒

−
∆𝐺𝐷

⧺

𝑅𝑇 𝑤(𝑐𝑐− 𝑐𝑝)

2𝑔2
            (20) 

 

where w is the thickness of the water film at the contact and D is the diffusion coefficient of the 

dissolved species in water. The thickness of the water film depends on the confining stress across 

the fracture plane, the surface properties of minerals (e.g., surface charge density) and the 
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chemistry of the fluid. For simplicity, the following functional relationship is adopted to capture 

the effect of the confining stress on the water film thickness (Renard and Ortoleva, 1997): 

 

   𝑤 = 𝜆(𝜎𝑐
𝑛 − 𝑝𝑓)

−𝛾
               (21) 

 

where 𝜆 and 𝛾 are adjustable constants. The water film becomes thinner as the confining stress 

𝜎𝑐
𝑛 increases.    

 
Kinematics of aperture channel evolution   

 

To further simplify the calculation for aperture surface dissolution, it is assumed that the 

shape of an aperture channel remains to be a truncated ellipse during fracture evolution. In this 

way, we can focus ourselves on the stress concentration only at two specific locations on the 

channel surface 𝜃 = 0 or π/2: 

 

  𝜎𝑝
𝑡(0) = 𝑝𝑓 +

(3−𝑚)𝜎∞−2(1+𝑚)𝑝𝑓

1−𝑚
            (22) 

 

  𝜎𝑝
𝑡 (

𝜋

2
) = 𝑝𝑓 −

(1+𝑚)𝜎∞+2(1−𝑚)𝑝𝑓

1+𝑚
.           (23) 

 

The geometry of a fracture aperture and a contact can then be determined by four independent 

variables: a, b, h, and g (Figs. 1 and 2). The evolution of fracture geometry is described by the 

following kinematic equations:  

 

  
𝑑𝑎

𝑑𝑡
= 𝑣𝑠𝑅(0) −

𝑑𝑎

𝑑𝑏
𝑣𝑠𝑅(𝑐𝑜𝑛𝑡𝑎𝑐𝑡) = −𝑣𝑠𝑅(0) −

ℎ𝑎′2

𝑎𝑏′2 𝑣𝑠𝑅(𝑐𝑜𝑛𝑡𝑎𝑐𝑡)   (24) 

 

  
𝑑𝑏

𝑑𝑡
= −𝑣𝑠𝑅(𝑐𝑜𝑛𝑡𝑎𝑐𝑡) + 𝑣𝑠𝑅 (

𝜋

2
)            (25) 

 

  
𝑑ℎ

𝑑𝑡
= −𝑣𝑠𝑅(𝑐𝑜𝑛𝑡𝑎𝑐𝑡)               (26) 

 

  𝑙0 = 𝑎 + 𝑔 = 𝑎0 + 𝑔0              (27) 

 

The last term in Equation (24) captures the effect of mineral dissolution at the fracture contact on 

the contact-area ratio of the fracture. 

 
From a local scale to a global scale   

 

Up to this point, the model is presented only in a local coordinate (x’, y’) (Fig. 2).  To 

model fracture evolution on a whole fracture plane, this local description needs to be 

incorporated into global-scale mass continuity equations.  In a global coordinate (x, y), variables 

a, b, h, and e not only evolve with time but also vary in space.  The pore volume per unit fracture 

area can be defined as: 

 

  𝜙 =
𝑏(1−𝑓𝑐)𝑆

4𝑎𝑏
                 (28) 
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In an analogy to porous media (Oelkers, 1996), the tortuosity of aperture channels (𝜏) is assumed 

to be: 

 

 𝜏 =
1

1−𝑓𝑐
                  (29) 

 

Assuming that the flow field in a truncated elliptic channel can be approximated by a normal 

elliptic channel with the same semi-axes, the permeability at each spatial point on a fracture 

plane can be calculated by (Lekner, 2007): 

 

𝐾 =
𝜋(1−𝑓𝑐)𝑆(𝑎𝑏)3

16𝜂𝑏𝑙0(𝑎2+𝑏2)
                (30) 

 

Similarly, the effective diffusion coefficient of the dissolved species can be calculated by: 

 

  𝐷 =
(1−𝑓𝑐)𝑆

4𝑎𝑏
𝐷0                 (31) 

 

𝐷0 is the diffusion coefficient of the dissolved species in water. The mass continuity equations 

for the fluid and the dissolved species in the global coordinate can then be expressed by:  

 

  
𝜕𝜙

𝜕𝑡
= �⃑⃑� ∙ (𝐾�⃑⃑� 𝑝𝑓)                (32) 

 

  
𝜕(𝜙𝐶𝑝)

𝜕𝑡
= �⃑⃑� ∙ (𝐷�⃑⃑� 𝐶𝑝 + 𝐾𝐶𝑝�⃑⃑� 𝑝𝑓) +

1

2𝑙0𝑣𝑠

𝜕𝑆

𝜕𝑡
+ 2𝑅(𝑐𝑜𝑛𝑡𝑎𝑐𝑡).     (33) 

 

2.3 RESULTS AND DISCUSSION 

 

Shape evolution of a circular channel  

 

The model formulated above has been tested against experimental observations on 

circular channels (Sprunt and Nur, 1977). In those experiments, a rectangular slab of a selected 

material with a centrically drilled hole was used (i.e., the cross section of the initial hole was 

circular). The slab was loaded uniaxially, producing non-uniform circumferential stress along the 

surface of the hole.  The surface was kept in contact with a chemically reactive solution. The 

experiments showed that the dissolution on a free surface was to a large extent controlled by the 

tangential stress (i.e. the stress parallel to the surface), but not by the normal stress. Various 

shapes were induced by stress-mediated surface dissolution, including ellipses perpendicular to 

the uniaxial stress applied, ellipses parallel to the stress, flattened circles, and irregular shapes 

(Table 2).  For a flattened circle, the radius of the hole increased as a function of 𝜃  from 90o to ~ 

60o.  Interestingly, the ellipses perpendicular to the stress seemed to occur in the solutions 

saturated with the material, while the ellipses parallel (and flattened circles) seemed to occur in 

undersaturated solutions.   

 

From Equations (17) and (18), the shape evolution of an initially circular channel is 

determined by 𝑟(𝜃): 
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  𝑟(𝜃) =
𝑅(𝜃)𝑒

∆𝐺⧺

𝑅𝑇

𝑘
= 𝑒−

𝜎𝑝
𝑡 (𝜃)𝑣⧺

𝑅𝑇 {1 −
𝑐�̂�

𝑒

[0.5𝜎𝑝
𝑡 (𝜃)+𝛽𝜎𝑝

𝑡 (𝜃)2]𝑣𝑠
𝑅𝑇

}            (34)  

 

where  �̂�𝑝 is the saturation degree of the pore fluid with respect to the mineral of concern under 

no stress conditions: 

  

�̂�𝑝 = 𝑐𝑝/𝑒
𝜇𝑠
0−𝜇𝑎

0

𝑅𝑇   

 

The derivation of Equation (34) is based on the following considerations: 

 

 For a circular channel, m = 0 in Equation (10). Thus, 𝜎𝑝
𝑡(0) = 3𝜎∞ and 𝜎𝑝

𝑡 (
𝜋

2
) = -𝜎∞. 

 𝜎𝑝
𝑛 = 𝑝𝑓 ≪ 𝜎𝑝

𝑡(𝜃).  Thus, 𝜎𝑝
𝑛 can be negligible in Equation (18). 

 

The stress concentration around a circular channel surface is illustrated in Fig. 4A. As the 

eccentric angle 𝜃 increases from 0 to 90o, the tangential stress changes from a compressive to a 

tensile state.  As shown in Equation (34), the relative dissolution rate at the channel surface 

depends on two factors. When the channel fluid is highly undersaturated, the dissolution rate 

depends only on the stress activation term 𝑒−
𝜎𝑝
𝑡 (𝜃)𝑣⧺

𝑅𝑇  in Equation (34), which increases with 𝜃, 

such that 𝑟 (
𝜋

2
) is always greater than 𝑟(0), leading to the development of an elliptic channel 

parallel to the uniaxial stress applied (Fig. 4A).  In contrast, as the saturation degree increases, 

the term 1 −
𝑐�̂�

𝑒

[0.5𝜎𝑝
𝑡 (𝜃)+𝛽𝜎𝑝

𝑡 (𝜃)2]𝑣𝑠
𝑅𝑇

 in Equation (34) would take over the stress activation term, 

resulting in 𝑟 (
𝜋

2
) < 𝑟(0) and therefore an ellipse perpendicular to the uniaxial stress (Fig. 4B).  

For a situation in between, the two competing factors interplay with each other, leading to a 

maximum dissolution rate at 𝜃 between 60 and 90o.  In this case, a flattened circular channel 

would be developed. Therefore, the model proposed here is able to predict key experimental 

observations on the dissolution of an initially circular channel (Table 2). The model is also able 

to explain two other observations: the development of irregular hole shapes and the formation of 

dissolution striations on the limestone slab surface parallel to the uniaxial stress applied (Sprunt 

and Nur, 1977). It is known that, due to the stress-activation mechanism, a dissolving solid 

surface under a tensile tangential stress may become morphologically unstable (Aziz et al., 1991; 

Yu and Suo, 2000).  This morphological instability may be responsible for the development of 

the observed irregular hole shapes and dissolution striations in the experiment. 

 

This analysis, together with experimental observations (Sprunt and Nur, 1977), 

demonstrates the importance of a tangential stress in controlling mineral dissolution on a fracture 

channel surface. This mechanism has not been considered in any existing models. This raises an 

important issue with the current assumption of so-called “free surface dissolution”.  The existing 

models assume that mineral dissolution on the surface of a cavity embedded in a stressed rock 

depends only on the normal stress exerted by a hydrostatic pore fluid pressure (e.g., Liu et al., 
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2006). This assumption is apparently inconsistent with the experimental observations discussed 

above. 

 

In-situ determination of stress acting on a hydrocarbon reservoir is important for 

petroleum operations (Nawrocki et al., 1998; Haghi et al., 2013).  The concept developed above 

may help develop a new stress indicator for estimating in-situ stress in an oil reservoir. Assume 

that a borehole is drilled into a limestone reservoir and an acid solution is injected into the 

borehole for enhanced oil recovery. Equation (34) indicates that by monitoring the shape 

evolution of an initially circular borehole due to mineral dissolution may allow us to estimate the 

magnitude and orientation of in-situ stress in a reservoir.                    

 
Criteria for channel opening and closure:  

 

The aperture of a fracture channel is represented by the minor semi-axis of the truncated 

ellipse (2b). From Equation (25), the criteria for fracture opening or closure can be formulated 

as: 

 

 𝜔 = 𝑅 (
𝜋

2
) /𝑅(𝑐𝑜𝑛𝑡𝑎𝑐𝑡) {

> 1    fracture opening
< 1     fracture closure  

       (35) 

 

Considering 𝑝𝑓 ≪ 𝜎∞ and ignoring the term for strain energy, we have:   

 

 𝜔 ≈
2𝑔2𝑘𝜎∞

𝛾

𝜆𝐾𝑒𝑞𝐷𝑓𝑐
𝛾 ∙

(1−𝑐�̂�𝑒
𝜎∞𝑣𝑠
2𝑅𝑇 )

(1−𝑐�̂�𝑒
−

𝜎∞𝑣𝑠
2𝑓𝑐𝑅𝑇)

∙ 𝑒−
∆𝐺⧺−∆𝐺𝐷

⧺+𝜎∞(0.5𝑣𝑠/𝑓𝑐−𝑣⧺)−∆𝐻𝑟

𝑅𝑇      (36) 

 

where ∆𝐻𝑟 is the enthalpy change for mineral dissolution; and 𝐾𝑒𝑞 is the solubility of the mineral 

under no stress. The second term on the right side is always less than unity, and so is the third 

term since 𝑣⧺ < 0.3𝑣𝑠 (Aziz et al., 1991) and ∆𝐺⧺ > ∆𝐺𝐷
⧺ + ∆𝐻𝑟 for common rock-forming 

minerals such as quartz and calcite (see the data in Buxton et al., 1988; Drever, 1982; Wolery, 

1994; Pokrovsky et al., 2009).  Thus, a necessary condition for fracture opening is: 

 

   
2𝑔2𝑘𝜎∞

𝛾

𝜆𝐾𝑒𝑞𝐷𝑓𝑐
𝛾 > 1                 (37) 

 

Thus the favorable conditions for fracture opening would include: a low solubility of the mineral 

(𝐾𝑒𝑞),  a high reaction rate constant (𝑘), and large contact areas (g).  Since the second term on the 

right side of Equation (36) increases with reducing solution saturation with respect to the 

mineral, as expected, a dilute solution with a high flow rate would enhance fracture opening. 

Similarly, since the third term of the right side of the equation increases with temperature, an 

elevated temperature would also enhance fracture opening, as demonstrated in laboratory 

experiments (Yasuhara et a., 2006). The effect of confining stress (𝜎∞) is  more complicated: this 

stress may on one hand promote mineral solution at a fracture contact [the third term on the right 

side of Equation (36)] but on other hand may limit solute transport from the contact to the 

surrounding fracture channels by reducing the thickness of water film at the contact [the first 

term on the right side of Equation (36)].  Since the first effect is an exponential function of 𝜎∞, it 

is expected that a high 𝜎∞ would generally favor fracture closure (McGuire et al., 2013). 
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However, there may be a possibility that, under certain circumstances (e.g., large fracture contact 

areas, very thin water films at the contacts and a low saturation degree of incoming water), the 

pressure solution at the contact areas may be negligible compared to aperture surface dissolution. 

In this case, exerting a normal stress on a fracture plane may enhance fracture opening, as 

indicated by Equation (34), due to the activation effect of tangential surface stress on mineral 

dissolution. Such a situation may occur in an acid injection in a carbonate reservoir for enhanced 

oil recovery. 

 

In an actual subsurface system, the incoming water, if not initially saturated, would 

rapidly become saturated as it percolates through a fracture, leading to fracture closure as 

indicated by the second term on the right side of Equation (36). In this sense, natural fractures 

tend to close. The situation could be different for an engineered subsurface system. For example, 

in an acid stimulation, the injected fluid can be maintained highly reactive by continuous fluid 

circulation. The most sensitive parameter for control in this case would be the reactive rate 

constant k, which can vary over orders of magnitude depending on the chemistry of the injected 

fluid. For example, in a carbonate rock, a high reaction rate can be induced by lowering the pH 

of the injected fluid, as demonstrated in laboratory experiments (McGuire et al., 2013). 

 
Infiltration instability  

 

Fracture opening usually involves preferential channeling (Elkhoury et al., 2013), which can 

be induced by reactive infiltration instability (Szymczak and Ladd, 2012). Because of this 

instability, certain modes of fluctuations (or perturbations) in fracture aperture can be amplified, 

leading to the fingering of a dissolution front. The actual spacing of the fingers (Lp) is 

determined by the perturbation with the maximum growth rate (Figure 5). Combined the model 

formulation presented above with a linear stability analysis provided by Szymczak and Ladd 

(2012), we obtain: 

 

   𝐿𝑝 ∝
𝑏3

𝑘
𝑒

∆𝐺⧺−𝜎∞𝑣⧺

𝑅𝑇                (38)  

 

Equation (38) shows that, as the fracture aperture (𝑏) reduces due to pressure solution, the 

spacing of the fingers decreases.  Once the wave length of fingering falls within the experimental 

observation range, a spontaneous initiation of preferential channeling can then be observed (Fig. 

5). This mechanism may be responsible for the observed spontaneous transition from a 

permeability reduction to a permeability increase in a static limestone experiment (Polak et al., 

2004). 

 
Model limitations and validation 

 

The model presented above does not account for any impact of mechanical deformation 

of wall rocks on fracture closure, and its applicability may thus be limited to hard rocks such as 

carbonate rocks, sandstone, and igneous rocks. The model also does not consider the potential 

effect of secondary mineral precipitation within fractures, which may alter the hydrologic 

properties of the fracture.  Furthermore, the model does not consider a possible effect of a shear 

stress acting on a fracture plane. It is known that a shear displacement can cause fracture aperture 
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dilation (Min et al., 2004; Nemoto et al., 2009).  These processes need to be considered in a 

future improvement to the model.       

         

As shown above, the model developed is able to provide a reasonable explanation for key 

features of fracture evolution in laboratory experiments, including a spontaneous transition from 

a permeability reduction to a permeability increase (Polak et al., 2004), a potential enhancement 

of fracture opening by temperature (Yasuhara et a., 2006), and fracture opening by a low-pH 

solution (McGuire et al., 2013).  The model also provides a reasonable prediction for the shape 

evolution of initially circular holes in stressed geomaterials (Sprunt and Nur, 1977). These 

qualitative comparisons can be viewed as a first-order validation for the model. More 

quantitative validations will be needed.  Further validations can be performed against data sets 

collected from various column experiments (e.g., Yasuhara et al., 2006; Polak et al., 2004; 

McGuire et al., 2013; Ellis et al., 2013; Elkhoury et al., 2013) by directly solving continuity 

equations (32-33) for the experimental systems. Note that the model presented here focuses only 

on a single fracture. Once validated, this model can be incorporated into a reservoir simulator for 

large-scale simulations. The model will provide the needed information about fracture 

permeability evolution for reservoir-scale simulations.             

 

2.4 CONCLUSIONS 

 

A dynamic model for subsurface fracture opening and closure has been formulated. The 

model explicitly accounts for the stress concentration around individual aperture channels and 

the stress-activated mineral dissolution. It has been demonstrated that the surface stress-activated 

dissolution may play an important role in subsurface fracture evolution.  Based on a model 

analysis, a necessary condition for fracture opening has been derived.  The proposed model is 

able to explain key features of fracture evolution in laboratory experiments. The geologic 

implications of the model results have been discussed. The work presented here may help to 

develop a new method for estimating in-situ stress in a reservoir. 
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Figure 1: Representation of a single fracture plane with truncated elliptic channels surrounding 

fracture contact areas 
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Figure 2: Geometric representation of a truncated elliptic channel 
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Figure 3: Model fitting to the measured aperture-contact area relation. Data are taken from 

Yasuhara et al. (2006). 
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Figure 4: A) Stress distribution around a circular channel and dissolution rate that leads to the 

development of a flattened circle; B) evolution of an initially circular hole under stress as 

controlled by the saturation degree of pore fluid.  𝑣𝑠= 36.9 cm3/mol; R = 83.1 cm3bar/mol/K; T = 

25 oC;  𝛽 = 2.86x10-6 bar-1. 
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Figure 5: Spontaneous initiation of aperture channeling. As the fracture aperture reduces due to 

pressure dissolution, the preferred wave length of dissolution fingering decreases.  Once the 

preferred wave length falls within the experimental observation range, a spontaneous initiation of 

preferential channeling can be observed. 

  

Wave length

P
er

tu
rb

at
io

n
 g

ro
w

th
 r

at
e

Lp

E
x
p
er

im
en

ta
l 
o
b
se

rv
at

io
n

Reducing aperture (b)/ 

increasing confining stress ( )



 Used Fuel Disposition Crystalline Rocks – International Collaboration 

22 8/26/2016 

 

 

 

 

 

Table 1. Survey of models for fracture opening and closure. H – hydrologic model; M – 

mechanical model; HC- hydrologic-chemical model; HM – hydrologic-chemical model; MC – 

mechanical-chemical model; HMC - hydrologic-mechanical-chemical model; THMC – thermal-

hydrologic-mechanical-chemical model.  

Type Model Processes considered Note 

 

H 

Xie et al. (2015) Aperture variations due to shear 

displacement; 

Navier-Stokes flow in fracture 

Purely geometrical for 

aperture calculations; no 

mechanics and chemistry 

considered. 

 

 

M 

Liu et al. (2013) Two-part Hooke’s deformation of 

fracture aperture  

Providing an interesting 

connection between fracture 

hydrologic properties (e.g., 

capillary pressure and relative 

permeability) and the 

confining normal stress. 

 

 

 

HC 

Liu et al. (2005) Dissolution-induced preferential flow; 

Advective flow in fracture (cubic law); 

No mechanical processes 

considered. 

Szymczak & Ladd 

(2009; 2012) 

Mineral dissolution; 

Advective flow in fracture (cubic law); 

Reactive-infiltration in stability 

Detailed analysis on reactive- 

infiltration instability in a 

fracture; no consideration of 

mechanical processes.  

 

 

 

 

 

 

 

 

 

 

 

HM 

 

Zhao et. (2014) Pressure solution at contacting 

asperities; 

Advective flow in fracture (cubic law); 

Matrix diffusion in porous fracture 

walls; 

Empirical contact area ratio vs. aperture 

No consideration of fluid 

chemistry and mineral 

dissolution on fracture 

aperture surface.  

Souley et al. 

(2015) 

Linear elasticity in rock matrix; 

Nonlinear normal behavior of fracture; 

Elastic and perfectly plastic behavior of 

fracture in shear direction; 

Advective flow in fracture (cubic law) 

Purely mechanical and 

hydrological; no chemistry 

considered. 

Nemoto et al. 

(2009) 

Experimentally determined aperture 

distribution; 

Advective flow in fracture (cubic law) 

Emergence of directional 

heterogeneity in fracture 

aperture due to a shear 

displacement. 

Min et al. (2004) Nonlinear normal deformation 

(empirical); 

Shear dilation of fracture (empirical); 

Advective flow in fracture (cubic law) 

Focus on discrete fracture 

networks; no chemical 

process considered. 

Pyrak-Nolte & 

Morris (2000) 

Fracture stiffness; 

Fracture aperture deformation; 

Fluid flow in fracture 

Providing a possible 

connection of fracture flow to 

fracture aperture and 

contacting area through 

fracture stiffness, which can 

be measured in a field 

through a geophysical 

method. 

 Beeler & Hickman Pressure solution of prop;  Applicable only to fracture 
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MC 

(2004) Crack stiffness; 

Water saturation degree w/r prop 

material; 

Effect of curvature on prop solubility 

closure induced by prop 

dissolutions. 

 

 

 

 

 

HMC 

 

Liu et al. (2006) Pressure solution at contacting 

asperities; 

Free surface dissolution in fracture 

voids; 

Channel flow 

Providing a geometrical 

relationship between aperture 

and asperity dissolution. Not 

able to explain a spontaneous 

switch from fracture closure 

to opening.  

Neretnieks (2014) Pressure dissolution at contacting 

asperities 

Mineral dissolution/precipitation on 

fracture void surfaces; 

Matrix diffusion and mineral 

precipitation 

Showing that matrix diffusion 

might be important for 

fracture closure.  

 

 

 

 

 

 

 

 

 

THMC 

 

Ghassemi & 

Kumar (2007) 

Fracture aperture change due to 

thermoelasticity; 

Advective flow in fracture (cubic law); 

Heat transport in the fracture; 

Solute transport; 

Aperture change to due to mineral 

dissolution 

No consideration of the effect 

of confining stress on fracture 

closure. 

Yasuhara & 

Elsworth (2004; 

2006; 2008); 

Yasuhara et al. 

(2011) 

Temperature-dependent mineral 

dissolution and chemical diffusion; 

Pressure solution at contacting 

asperities; 

Stress corrosion at contacting asperities; 

Free surface dissolution in fracture 

voids; 

Empirical contact area ratio vs. aperture; 

Advective flow in fracture (cubic law) 

 

No consideration of the 

possible effect of surface 

stress on mineral dissolution 

on fracture void surface. 
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Table 2: Resulting shape of an initially circular hole due to stress-mediated dissolution (Sprunt 

and Nur, 1977) 

Material & solution Axial load (bars) Hole shape 

In salt solution 

Salt undersaturated 1 30 Flattened circle 

Salt undersaturated 2 12 Flattened circle 

Salt undersaturated 3 13 Flattened circle 

Salt saturated 1 15 Ellipse perpendicular 

Salt saturated 2 14 Ellipse perpendicular 

 In dilute hydrochloric acid  

Solenhofen limestone 3 129 Ellipse parallel 

Solenhofen limestone 4 66 Ellipse parallel 

Solenhofen limestone 6 45 Ellipse perpendicular 

Oak Hall limestone 1 297 Ellipse perpendicular 

Oak Hall limestone 3 324 Ellipse perpendicular 

Oak Hall limestone 4 170 Ellipse perpendicular 

Oak Hall limestone 5 262 Ellipse perpendicular 

Kasota limestone 59 Ellipse perpendicular 

Marble 1 220 Flattened circle 

Marble 2 187 Flattened circle 

Marble 3 91 Flattened circle 

Water lime 1 48 Irregular 

Water lime 1 42 Irregular 

Water lime 1 29 Irregular 

Chalk 1, Kansas 39 Irregular 

Chalk 2, Kansas 24 Irregular 
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3. DECOVALEX 2015 - TASK C2: MODELING OF FLOW AND TRANSPORT AT 

BEDRICHOV SITE 

 

3.1  INTRODUCTION 

 

Flow and transport in fracture networks remains one of the more challenging issues 

facing hydrogeologists today. Accurate predictions of ow and transport in fracture networks is 

important in a variety of hydrogeological problems including: nuclear waste repository safety 

assessment, contaminant transport and remediation, unconventional hydrocarbon production, 

enhanced geothermal energy production and mine reclamation. Fractured reservoirs are 

characterized by extreme heterogeneity and data scarcity. Generally, it is not possible to uniquely 

determine the spatial distribution of fracture network properties and provide a complete 

description of the system behavior; however, simple models which incorporate field data at the 

appropriate scale, should be able to provide insight into the salient feature of the system behavior 

(Neuman, 2005). The transport time distribution is a powerful description of the ow and transport 

in a hydrogeologic system; however, little is known about the field scale transit time distribution 

in fracture networks. Lumped parameter models provide a simplified methodology to investigate 

the residence time distribution in fracture networks. 
 

Transport in fracture networks is affected by rapid advection in fractures and diffusion 

into and out of adjacent intact lower-permeability matrix (e.g. Haggerty et al., 2001); 

Maloszewski and Zuber, 1990, 1985; Neretnieks, 1980; Sudicky and Frind, 1982; Tang et al., 

1981). The effect of matrix diffusion is to slow tracer transport compared to the advective fluid 

velocity, dampen concentration variation and produce long tailing of tracer release (Cook and 

Robinson, 2002; Maloszewski and Zuber, 1985; Neretnieks, 1980, 1981). Tracer transport in 

fractured networks has been evaluated theoretically and used to interpret tracer transport 

experiments with a variety of models from analytical models of simple geometry to numerical 

models of discrete fracture networks. Multiple continuum models allow linear exchange between 

the advective and immobile porosities for a single rate (Warren and Root, 1963) to multiple mass 

transfer rates (Haggerty and Gorelick, 1995). Analytical solutions exist for models that account 

for concentration gradients in the matrix for simple geometries such as a single fracture (Tang et 

al, 1981), parallel fractures (e.g. Maloszewski and Zuber, 1990, 1985; Sudicky and Frind, 1982)) 

and a distribution of different matrix block shapes and sizes (e.g. Haggerty et al., 2000). Discrete 

fracture network models have been used to develop fully distributed reactive ow and transport 

models (e.g. Therrien and Sudicky, 1996) as well as produce uid velocity fields for particle 

tracking schemes which can be post processed to account for matrix interactions (e.g. Painter and 

Cvetkovic, 2005; Painter et al., 2008; Roubinet et al., 2013). The parameters used in these 

models are a strong function of the spatial and temporal scale of interest (Neuman, 2005; 

Shapiro, 2001), thus observations used to estimate fracture parameters should be made at similar 

length and time scales to the desired predictions. 

  

Environmental tracers can provide a rich dataset which can be used to understand fracture 

ow and transport over a wide range of spatial and temporal scales. Environmental tracer 

concentrations have been used to develop conceptual models of tracer transport, and constrain 

fracture network parameters in a variety of fractured rock systems. Cook and Robinson (2002) 

develop an analytical model of environmental tracer transport in parallel fractures and show that 

tracer concentrations could not uniquely determine fracture network properties, but were capable 
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of providing some constraint fracture spacing, aperture and recharge. Cook et al. (2005) use this 

model to constrain the recharge rate in a fractured, porous aquifer in South Australia, and show 

that this simple model was a reasonable representation of a more complex system and could be 

used prediction concentration breakthrough. 
 

Groundwater mean age can be used to characterize the residence time distribution in 

fracture networks. Analytical models of mean groundwater age have been developed in fractured 

systems (Doyon and Molson, 2012). Groundwater age in the field is often determined using 

environmental tracer concentrations. However, in fracture networks, environmental tracer 

concentrations provide the solute residence time, which is not equal to the advective residence 

time (Neretnieks, 1981). Thus, "apparent" groundwater ages determined from environmental 

tracers will be older than the advective fluid residence time (Cook and Robinson, 2002), and the 

use groundwater age in fractured systems must incorporate matrix interactions. 

 

The residence time distribution is a fundamental characteristic of a ow system and 

provides critical information for determining the parameters controlling flow and transport in the 

system. Residence time distributions have been developed for a variety of simplistic aquifers 

(Cook and Herczeg, 2000; Maloszewski and Zuber, 1996). These models provide a convenient 

method to investigate the residence time and ow path distribution in hydrogeologic systems (e.g. 

Gardner et al., 2010, 201); Solomon et al., 2010, 2015). Lumped Parameter models in 

conjunction with tracer transport observations provide a means to investigate the residence time 

distribution and infer ow path characteristics in a reservoir (Danckwerts, 1953). Multiple 

environmental tracers can be used to identify the best age distribution and mixing models which 

best fit the observed data (Gardner et al, 2011; Solomon et al., 2010). McCallum et al. (2014) 

show that age tracers have limited ability to uniquely identify the age distribution, but indicate 

the time series of tracers can help reduce uncertainty. Solomon et al (2010) indicate that the 

mean ages derived from multiple environmental tracers appears to be robust to choice the transit 

time distribution. However, these studies were carried out for porous ow aquifers and the 

application of lumped parameter models in fractured ow systems to estimate the transit time 

distribution is questionable. 

 

The aim of this paper is to provide some insight into the uncertainty in estimating the 

mean transit time and the ability to distinguish the transit time distribution in fracture networks 

discharge to single fractures at the scale of 100's of meters using lumped parameter models and 

multiple environmental tracer concentrations. We utilize time series of δ18O, δ2H and 3H along 

with CFC measurements from individual fractures in the Bedrichov Tunnel of the Czech 

Republic to investigate the TTD in several fracture networks of varying length and discharge. 

We compare several transit time distributions, including a developed TTD which includes the 

effects matrix diffusion. We identify best fit mean ages for each TTD, and compare the ability of 

each TTD to fit the observed tracer concentrations and the effect of choosing different TTD on 

the mean age estimation. 

 

3.2  THEORY 

 

Lumped parameter models were developed to investigate residence time distributions in 

chemical reactors where the true distribution of ow paths is not known (Danckwerts, 1953). The 

breakthrough curve of a tracer transported through the reactor can be used to provide information 



Used Fuel Disposition in Crystalline Rocks – International Collaboration   
8/26/2016 27 

 

 

 

 

 

on the distribution of ow paths, and the processes affecting transport in the reactor, for example 

the amount of dead volume, the degree of mixing, and the amount of dispersion in 1-D ow in the 

reactor (Danckwerts, 1953). The residence time distribution has been used to investigate ow and 

transport in groundwater systems where the exact distribution of flow paths is unknown for many 

decades (e.g. Maloszewski and Zuber, 1996). The concentration at time t is given by the 

convolution integral: 

 

       (1) 

 

 

where t is the residence time, and λ is the decay constant of a radioactive tracer, Cin(t) is the 

historical input at recharge and g(t ) is the residence time distribution for the flow paths 

discharging to the sampling point.  Equation 1 along with observations of tracer concentration in 

groundwater allows for the investigation of the distribution of ow paths and the processes 

affecting transport in the "black box" ow system which feeds the discharge point. 

 

Residence Time Distribution 

 

The residence time distribution contains the ow and transport information for the system 

upstream of the sampling point and has been derived for several simplified aquifer types (Cook 

and Herczeg, 2000; Maloszewski and Zuber, 1996). Here we consider two existing transit time 

distributions which encompass two possible end members of reservoir types, and develop a 

distribution which incorporates matrix diffusion. The simplest age distribution considered is for 

water flowing along a single ow path or fracture subject to longitudinal dispersion, termed here 

as the dispersion distribution which can be written (Maloszewski and Zuber, 1982): 

 

 

 

 

    (2) 

where Pe = D/vx is the system Peclet number with longitudinal dispersivity D, velocity v and 

transport distance x, and τ is the mean transit time. 

 

An exponential distribution of residence times is achieved when there is complete mixing 

of an even distribution of ow paths of all ages, thus represents an end member where many 

different flow paths converge to the sampled fracture. The exponential distribution is written 

(Maloszewski and Zuber, 1982): 

 

 

 

 

               (3) 

 

Equations 2 and 3 were developed for porous media aquifers and do not consider the effect of 

diffusion into immobile regions on the transit time. In this study, a transit time distribution is 

developed that includes the effects infinite matrix diffusion for a constant fracture aperture. Here, 
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we assume that the diffusion time to equilibrate matrix blocks with the fracture fluid is long 

compared to the changes in concentration, and that the fracture system is uniform. 

 

The total transport time distribution (gtran(ttran)) can be written as the convolution of the 

advective travel time distribution g(t0) and the retention time distribution (gret(tret)) coupled by a 

velocity dependent transport resistant parameter distribution (Painter et al, 2008): 

 (4) 

 

where ttran – t’ = tret ≥ 0 is the retention time from matrix diffusion and β is the spatially variable 

velocity dependent transport resistance parameter with a density distribution of fβ/t’(β/t’). If 

variability in the resistance parameter is neglected (Painter et al, 2008): 

 

            (5) 

 

where δ is the Dirac function. In fractured rock applications, the resistance parameter is defined 

(Painter et al, 2008): 

 

              (6) 

 

where b is the fracture half aperture and s is distance along the flow path. If a constant aperture is 

assumed then (Painter et al, 2008): 

 

               (7) 

 

where �̅� is the effective fracture aperture for the system of interest. 

 

Painter et al (2008) present retention time distributions for a wide variety of subsurface transport 

processes. For this paper, unlimited matrix diffusion is considered. The retention time 

distribution for infinite matrix diffusion is: 

 

 

        (8) 

 

where 𝜅 = 𝜃𝑖𝑚√𝐷𝑖𝑚 is a function of the matrix porosity θim and the matrix diffusion coefficient 

Dim.  
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The concentration at time t for a system which includes matrix diffusion can now be 

written: 

 

       (9) 

 
Inserting equation 4 into equation 9 and assuming constant aperture and no variance in the 

resistance transport parameter (equations 7 and 5) gives: 

 

 
                    (10) 

 

Equation 10 describes the transit time distribution, and the resulting concentration expected in 

fracture discharge at time t and is a function of the purely advective travel time, modified by 

retention from diffusion into the adjacent matrix. Here, ow along a single constant aperture 

fracture is considered, thus the advective travel time is assumed to the dispersive distribution 

(equation 2). Equation 10 is then parameterized by the mean advective travel time τ, the 

longitudnal dispersivity Pe, the fracture aperture �̅�, matrix porosity θim and diffusivity Dim. 

 

Seasonal Input Function 

 

The concentration input history Cin(t) in equations 1 and 10 is the historical concentration 

of a given tracer in water recharging the aquifer system. The concentration of these tracers is 

generally measured in precipitation and/or the atmosphere. The concentration in recharge will be 

modified from the atmospheric or precipitation concentration by the processes occurring during 

recharge such as soil flow, evapotranspiration and seasonality of precipitation. When recharge is 

constant throughout the year, Cin will be equal to the concentration in precipitation. However, in 

cases where the concentration of the tracer changes seasonally, seasonality in precipitation, 

infiltration or evapotranspiration can cause Cin to differ from the atmospheric or precipitation 

record. These effects are especially important for stable isotopes of water and tritium. The annual 

flux weighted average concentration of tracer (𝐶𝑖𝑛𝑎𝑛
) is given by: 

 

            (11) 

 

where αi = Ri/Pi the recharge fraction is fraction of precipitation which become recharge for the 

ith month. In the area of the Bedrichov Tunnel winter is wetter and colder with precipitation 

predominantly falling as snow, and is a time of low evapotranspiration potential. During the 

summer months, precipitation falls as rain and there is a high evapotranspiration potential, thus 

there is a significant potential for seasonality in the recharge function. 
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To investigate the effects of seasonality we split the year into two seasons - summer and 

winter - and assume constant recharge fractions for summer months (αs) and winter months (αw). 

If the seasonal infiltration ratio α = αs/αw is defined, the seasonal recharge can be approximated 

by (Zuber and Maloszewski, 2001): 

 

 

        (12) 

 

where the summer months are assumed to be April through October and winter months 

November through March. The mean stable isotope composition of groundwater can be used to 

estimate α: 

 

          (13) 

 

where δ is the mean groundwater isotope composition and sums are calculated for all winter and 

summer months on record. 

 

The long term seasonal infiltration ratio α can now be used to estimate the seasonally 

weighted composition of recharge. This estimate has been done in variety of manners. The 

simplest and most common method is to use equation 12 to calculate the seasonally weighted 

annual average concentration. However, this limits the temporal resolution of the input function 

to annual steps. Interpretation of the high resolution sampling isotopic composition could 

provide information at sub-annual timescales, requiring a higher resolution input function. In this 

paper, seasonally weighted annual average precipitation along with three plausible monthly 

resolution input functions are investigated. The first and simplest high resolution input function 

is simply the precipitation record, which inherently assumes α = 1. The second infiltration 

function, taken from Zuber and Maloszewski (2001), is: 

 

        (14) 

 

where 𝛿̅ is the mean input (which must equal the mean output) and αi = 1 when 10 ≥ i ≤ 3 and αi 

= α otherwise. We also develop another weighting function very close in form to equation 14: 
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         (15) 

 

The subtle difference between equations 14 and 15 is in the normalization term. Equation 14 is 

normalized by the average monthly recharge, thus recharge events greater than the average 

monthly recharge have much larger isotope shifts; however, this results in large fluctuations of 

the isotope composition when the precipitation is above the monthly average, and probably 

underestimates mixing in the vadose zone. Conversely, equation 15 is normalized by the total 

annual precipitation, which means that only months which comprise a significant amount of the 

total seasonally weighted total annual recharge can cause deviation from the seasonally weighted 

annual average recharge. This function produces a very smooth infiltration function very close to 

the seasonally weighted average concentration, but does allow large precipitation events to 

modify the input signal. 

 

3.3  STUDY AREA 

 

The study location is a water supply tunnel which connects Josefuv dul reservoir with a 

water supply tunnel through the Jizera mountains in the northern Czech Republic. The tunnel is 

excavated through crystalline granitic rocks of the Krkonose-Jizera Composite Massif, a part of 

the Bohemian Massif of central Europe. The 2,600m tunnel was excavated in 1980-1981 with a 

maximum depth 200m below land surface (Figure 1). The tunnel has been utilized as a natural 

analogue underground laboratory for understanding fracture ow by the Czech radioactive waste 

disposal research group, RAWRA, since 2003. 

 

Detailed geological history of the massif and characterization of the fracture network 

intersecting the tunnel are given in Zak et al (2009). The ~1000 km2 Krkonose-Jizera Plutonic 

Complex is dominated by the Jazira and Liberec coarse-grained porphyritic biotite granodiorite 

to granite. The tunnel lies in the Jaziera granite which is crosscut by two sets of steeply dipping 

roughly orthogonal fracture sets trending NE-SW and NW-SE. Fractures are roughly planar and 

subparallel and show little interaction with each other. Fracture spacing ranges from 1 cm to 

several meters with the most common spacing between 10 cm - 120 cm. Most fractures do not 

transmit measurable water discharge. 

 

Fracture discharge and isotopic composition data were collected by the Technical 

University of Liberec and Czech Technical University in Prague respectively from 2010 to 2014 

as part of the RAWRA characterization project. These data were made available as part of the 

DECOVALEX 2015 project as part of a task to model ow and transport in fractured crystalline 

systems. Historical isotope composition of precipitation is available by leveraging the Uhlriska 

experimental watershed isotopes in precipitation database. 

 

3.4  FIELD AND ANALYTICAL METHODS 

 

Measurement of fracture discharge, water quality and temperature were at the sampling 

locations depicted in Figure 1. The irregularly spaced sampling intervals were chosen to be 

representative of different ow regimes in the tunnel (Figure 1). Manual measurements of fracture 

discharge were made at each site at 14 day intervals starting in 2006. Fracture discharge was 
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measured using V-notch weirs or drip counting depending on the fracture discharge. Automatic 

measurements of fracture discharge at hourly intervals began in 2009. The locations of automatic 

measurement have continuously expanded since 2009, thus the density of data and sampling 

intervals vary for each sampling site. Automated measurements are verified by manual 

measurements at the 14 day intervals. 

 

Stable isotope composition of fracture discharge at the sampling sites has been measured 

since 2010. Stable isotope samples were collected at 14 day intervals in 50 ml bottles and 

analyzed at the IAEA stable isotope laboratory in Vienna, Austria. Dissolved CFC's, tritium and 

dissolved noble gases were measured at the IAEA Isotope Hydrology Laboratory as part of an 

IAEA Technical Cooperation Project. Dissolved CFCs were collected in 250 ml glass bottles 

with metal caps completely submerged in buckets filled with fracture discharge. Dissolved CFC 

concentrations were measured using purge and trap gas chromatography. Tritium was collected 

in 1L bottles and analyzed by electrolytic enrichment and counting. Dissolved noble gases were 

collected using copper tube samples (Weiss, 1968) and analyzed using mass spectrometry. 

 

3.5  MODELLING METHODS 

 

The input concentration history Cin(t) was estimated at the site for each tracer modeled. 

Stable isotopes in precipitation near the study site are available from the Uhlriska experimental 

watershed at monthly internals beginning in 2006. In order to extend the precipitation data set 

back in time, the Vienna stable isotope in precipitation data set, the closest and longest time 

series in the IAEA Global Network of Isotopes in Precipitation was used to provide an estimate 

of the values in precipitation at the site from 1960 to 2006. 

 

The seasonal recharge coefficient α was calculated for each modeled location using the 

average δD and δ18O composition of the groundwater and average of Uhlriska dataset and using 

equation 13 to calculate an α for each isotope. The α used to create the seasonally weighted 

recharge concentration was taken the average of that calculated with each isotope. Seasonally 

weighted concentrations were then calculated for tritium, δD and δ18O using raw historical 

precipitation and equations 12, 14 and 15 for each sampling site at monthly intervals. The input 

history for CFCs was calculated using the historical CFC mixing ratios in the atmosphere 

(Bullister, 2011), the average noble gas recharge temperature estimate of 4.8 oC from IAEA 

tritium-helium analyses, a characteristic recharge elevation of 750 m, and zero excess air, to give 

the CFC concentration at each site in biannual intervals. In order to provide high enough 

temporal resolution to reduce numerical error the time were resampled at daily intervals using 

linear interpolation to give the discrete concentration input history 𝐶�̅�𝑛. 

 

Equations 1- 10 were simulated using discrete convolution of linearly interpolated 

concentration input history (𝐶�̅�𝑛) and weighting function vectors (�̅�). Numerically efficient 

discrete convolution was accomplished using multiplication of the Fourier transformed discrete 

vectors. Convolution operations were written in python. 

 

Three of the sampling locations depicted in Figure 1 representative of: shallow high 

discharge (V6), deep low-discharge fracture discharge (V3), and deep large discharge (V4) were 

modeled. The concentration in discharge was modeled at each location using equations 1 with 

the dispersion and exponential weighting functions and 10 with the dispersion advective travel 
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time distribution. At each modeled location, three different concentration input histories were 

evaluated (equations 12, 14 and 15) using the methods described above. 

 

For each combination of weighting function and historical concentration history, the best 

fit mean groundwater age at a sampling site was estimated by fitting the observed multi-tracer 

data at the site. Best fit estimation was accomplished by minimizing error weighted chi-squared 

residual using a Levenberg-Marquardt algorithm. The error mean age estimate was calculated 

from the 95% confidence interval of the covariance matrix, using the Jacobian of the error 

weighted chi-squared residual.  

 

3.6  RESULTS 

 

The best fit modeled age, uncertainty estimate and χ2 fit are reported for each 

precipitation weighting function for each age distribution at all modeled fracture locations in 

Tables 1-2. At each location, the mean age and standard deviation in estimated age for each age 

distribution due to the different conceptualization of seasonal recharge function is summarized in 

Table 4. The mean age and the standard deviation in mean age estimates due to the assumed age 

distribution is reported for each input function in Table 5. The effect of increasing mean travel 

time on δ18O signal, along with the observed values at the V6 sampling site, is shown for a 

dispersion TTD (equation 2), using the annual average weighted precipitation function (equation 

11) is shown in Figure 2. As the age increases the variation in the δ18O signal decreases. The 

corresponding effect on the CFC-12 concentration, along with observed data for the V6 sampling 

site is shown in Figure 3. During the multi-tracer inversion, the difference between all the 

observed tracer and the modeled signal is minimized by varying the mean transit time. 

 

Table 1 gives the summarized results for the V6 sampling site. The overall mean age for 

all age distributions and all recharge weighting functions is 4.58 years with a σ of 1.02 years. For 

the dispersive age distribution, the mean estimated age over all input functions is 3.4 years with a 

standard deviation (σ) of 2.6 years. The exponential age distribution gives a mean age of 5.0 

years with a σ of 1.28 years for all input functions. For the matrix diffusion model, the mean 

total transit time is 5.33 years with a σ of 0.99 years for all input functions. In the matrix 

diffusion model, the mean advective travel time is 2.55 year, with an average matrix diffusion 

retention time of 2.78 years. The best fit to the observed data as measured by the χ2 residual was 

achieved by a dispersive age distribution with the seasonal input function developed here 

(equation 15). The observed data and the overall best fit modeled concentration for all tracers is 

shown in 4. Overall, the dispersion model gives the best fits to the measured data; however, the 

variance in χ2 over all the precipitation input functions is high enough to encompass the χ2 of the 

matrix diffusion age distribution, indicating that it is difficult to tell the difference between the 

two age distributions given the uncertainty in the input function (Table 4). 

 

Table 2 summarizes the results for the V2 sampling site. The average mean travel time 

(τ) over all age distributions and input functions is 7.86 years with a σ of 2.2 years. For the 

dispersion age distribution, the average mean travel time is 10.3 with σ of 8.49. The exponential 

age function gives an average mean travel time of 6.06 with a σ of 2.1 years. For the matrix 

diffusion distribution, the mean total transit time is 7.23 years with a σ of 2.3 years, with an 

average mean advective travel time of 3.3 years and an average mean retention time of 3.9 years. 

The best fit combination of models is the dispersion age distribution and input function 15. The 
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observed data and overall best fit modeled concentration for all tracers at V2 is shown in Figure 

5. Overall best fits are for the dispersion model followed by the exponential and finally matrix 

diffusion models. The variance in χ2 due to uncertainty in the seasonal weighting function 

encompasses the fits of all other travel time distributions, thus it is difficult to uniquely pick any 

of the travel time distributions as the best (Table 4). For the seasonal weighting functions, the 

overall best fit is given by the developed seasonal weighting function (equation 15). This 

weighting function clearly provides the best fits regardless of the travel time distribution used 

(Table 5). 

 

For the V4 sampling site, the overall average mean travel time is 6.56 years with σ of 1.2 

years for all travel time distributions and input functions (Table 3). Average travel time for the 

dispersion distribution is 5.30 years with a σ of 2.13 years. Average travel time for the 

exponential age distribution is 6.7 years (σ = 3.2 yr), and average travel time for matrix diffusion 

distribution is 7.74 (σ = 3.2 yr). For the matrix diffusion distribution the average advective mean 

travel time is 3.47 years and the average retention time was 4.3 years. The best fit combination 

was our seasonal infiltration function (eq. 15) with the dispersion equation; however, this 

combination produces an anomalously low mean travel time of 3.55 years. The observed data 

and overall best _t modeled concentration for all tracers at V4 is shown in Figure 6. The 

exponential age distribution fits the data nearly as well with an anomalously high mean travel 

time of 10.8 years. Over all the seasonal weighting functions, the best fits were given by the 

exponential model, followed by the dispersion model and finally the matrix diffusion model. At 

V4, uncertainty in the input function creates enough variance in the χ2 residual that the average 

χ2 values for each TTD are within error (Table 4), thus choosing the best age distribution is 

difficult given the available data. As in the other models, the input function developed in this 

paper provides better fits than the other input functions regardless of the travel time distribution 

(Table 5). 

 

3.7  DISCUSSION 

 

The results presented here highlight the difficulty in using tracer concentrations to 

constrain travel time in a fractured network system. At all sampling locations it is difficult to 

distinguish the best travel time distribution when considering different conceptualizations of the 

seasonally weighted input function. The inability to distinguish a single best age distribution 

using measured tracer concentration is consistent with the findings of McCallum et al (2014) and 

Solomon et al (2010). Thus, the estimated mean age is dependent upon the conceptualization of 

the system. The standard error of the mean travel time estimate (defined as the standard deviation 

of mean travel times normalized by the average mean travel time) over all travel time 

distributions and seasonal weighting input functions ranges from 19% at the V4 sampling site to 

22.4% at the V6 sampling site. These results indicate that tracer derived mean travel times 

converge to a similar value consistent with Solomon et al (2010), and can still be used to provide 

significant constraint on the flow system. 

 

A significant finding of this study is that the estimated mean travel time is as sensitive to 

the assumed seasonal input function as the travel time distribution. The effect of seasonality of 

recharge on the age estimate is largely unconsidered in most studies, and these results show that 

it is at least as important as the age distribution assumption. Seasonality of recharge may not 

have as large an effect on travel time estimates which use dissolved gas tracers when the 
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recharge zone is deep enough to keep the recharge temperature constant. However, in situations 

where the water table is shallow and seasonality is pronounced, recharge temperatures can differ 

from the mean annual temperature (Thoma et al, 2011) and seasonality will affect dissolved gas 

tracers. For isotopes of water including tritium and thus tritium-helium age dating, seasonality of 

recharge will always be important. Mixing of recharging waters during infiltration is a classic 

and active question in hydrology (e.g. Evaristo et al (2015); Kennedy et al (1986)), and more 

investigation is needed on the effect of seasonality on groundwater age determination. Of the 

seasonal recharge functions considered in this study, the developed formula consistently fits the 

observed data better than other functions. This function keeps the recharge concentration close to 

the annual average concentration, but allows large isotopic deviations in precipitation to effect 

the recharge concentration. While considerably more investigation is needed to validate this 

recharge function, the good fits here indicate that at least in this setting it appears give a 

reasonable approximation to the processes involved. 

 

For two of the three model locations V6 and V2, the observed concentration was best fit 

by the dispersion travel time distribution. These sampling locations correspond to the discharge 

from individual fractures intersecting the tunnel at different depths. The shallowest sampling 

location V6 had the shortest travel time and the deeper sampling location, V2, had a longer travel 

time. The lumped parameter modeling is conceptually consistent with discharge from these 

fractures occurring a single fracture network, described a single ow path, rather a collection of 

multiple ow paths which mix together. For one of the locations, V4, the exponential age 

distribution fits the data as well as the dispersion model. At this location discharge from a larger 

fault system was sampled, thus a mixture of different ow paths with a range of ages (which the 

exponential model represents) is a likely conceptual model. However, uncertainty in the seasonal 

weighting function makes it difficult to identify which of these transit time distribution best fits 

the data. 

 

The fact that the matrix diffusion model does not significantly improve fits indicates that, 

given the travel times in this fracture network and representative parameters controlling matrix 

diffusion, matrix diffusion is not a dominant process controlling transport in these fractures. The 

lack of significant matrix diffusion is also highlighted by the relatively small difference between 

the mean transport time including matrix diffusion and the mean advective only travel time 

(Tables 1-2). While the effect of matrix diffusion appears small on the mean travel time in this 

study, we expect that matrix diffusion would play a much stronger role in controlling the initial 

arrival and tailing properties of the transit time distribution, which are likely not identifiable 

using tracer concentrations (McCallum et al, 2014). Additionally, in environments with stronger 

matrix diffusion (e.g. high matrix porosity and/or longer travel times), the matrix diffusion transit 

time distribution developed here will be useful in modeling the total transit time. 

 

3.8  CONCLUSION 

 

We investigate the transit time distribution in fracture networks discharging to individual 

fractures of the Bedrichov Tunnel in the Czech Republic using time series of stable isotopes of 

water and tritium along with synoptic dissolved CFC concentrations. We use lumped parameter 

models to compare some likely transit time distributions and determine the effect of transit time 

distribution and seasonal input choice on the estimated mean age. We compare residence time 

distribution for a single advective path with longitudinal dispersion, complete mixing 
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(exponential age distribution) and a newly developed a residence time distribution for 1D 

advective-dispersive transport with infinite matrix diffusion. In order to investigate the effect of 

seasonal recharge, we compare uniform infiltration, a weighting function developed in Zuber and 

Maloszewski (2001), and a weighting function developed in this paper. We find that the modeled 

concentrations are dependent upon the transit time distribution and the seasonal infiltration 

weighting function, and that the estimated mean travel time is as sensitive to the choice of 

seasonal weighting function as that of the transit time distribution. Given the uncertainty in the 

seasonal weighting function, it is difficult to completely identify the best fit transit time 

distribution. However, regardless of the age distribution or the infiltration model chosen, the best 

fit mean age converges to a similar value for all three locations modeled here. These results 

indicate that lumped parameter models along with multiple environmental tracers can be used 

constrain the mean age, and develop some information on the transit time distribution to help 

develop conceptual models of ow and transport in fracture networks. The results and methods 

presented should be applicable in other fractured crystalline environments. 
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Fig. 1: Schematic cross-section and profile of the Bedrichov Tunnel along with technical and 

hydrological conditions. 

 

 
 

Fig. 2:  Effect of increasing mean travel time on the modeled δ18O signal using the annual 

average weighting function and the dispersion TTD for the V6 sampling site along with the 

observed δ18O signal. 
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Fig. 3:  Effect of increasing mean travel time on the modeled CFC-12 signal using the annual 

average weighting function and the dispersion TTD for the V6 sampling site along with the 

observed CFC concentration. 
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Fig. 4: Tracer data at the V6 sampling location, and the overall multi-tracer best fit lumped 

parameter model results. For V6 the best fit was achieved for a dispersion TTD using the 

seasonal input function derived in equation 15.  
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Fig. 5: Tracer data at the V2 sampling location, and the overall multi-tracer best fit lumped 

parameter model results. For V2 the best fit was achieved for a dispersion TTD using the 

seasonal input function derived in equation 15.  

 



Used Fuel Disposition in Crystalline Rocks – International Collaboration   
8/26/2016 43 

 

 

 

 

 

 
 

Fig. 6: Tracer data at the V4 sampling location, and the overall multi-tracer best fit lumped 

parameter model results. For V4 the best fit was achieved for a dispersion TTD using the 

seasonal input function derived in equation 15.  

  



 Used Fuel Disposition Crystalline Rocks – International Collaboration 

44 8/26/2016 

 

 

 

 

 

 

 

Table 1: Summary results for V6 sampling site 

 
Table 2: Summary results for V2 sampling site 

 
Table 3:  Summary results for V4 sampling site 
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Table 4:  Average mean age and standard deviation of mean age estimate for all seasonal input 

functions given a TTD at each sample location 

 
 

Table 5: Average mean age and standard deviation of mean age estimate for all TTDs given the 

seasonal input function at each sample location 
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4.  STREAMING POTENTIAL TEST: FINAL REPORT 

 
4.1  INTRODUCTION 

 

Generally, fluid flow in a porous medium and then the drag of excess charge in an 

electrical double layer at solid-fluid interface introduce a streaming current, and the associated 

electrical potential is a streaming potential (SP) (Lorne et al., 1999). The SP measurement is one 

of the oldest methods in geophysical techniques. It consists of monitoring electrical field existing 

at the ground surface of the earth where the SP signals provide the evidence of polarization 

mechanisms existing in the grounds. The use of the SP in different aspect of geology has been 

developed for the last two decades and these methods have been used for a variety of 

geophysical applications to detect and monitor water flow (e.g., Blake and Clarke, 1999) and 

leakage zones of dam (e.g., Bogoslovsky and Ogilvy, 1970; Titovet al., 2000). The SP was also 

used to detect the ore bodies and contaminant plumes that are rich in organic matter associated 

with the electro redox effect (e.g., Arora et al., 2007; Jardani et al., 2008). Because the SP is 

directly occurred by the hydraulic gradients in porous media and is very sensitive to the actual 

water, however, the major contribution of SP has been to characterize fully or partially saturated 

media (e.g., Fournier, 1989; Mikhailov et al., 1997; Doussan et al., 2002; Suski et al., 2004; 

Revil et al., 2004; Jon et al., 2008). 

 

During a hydraulic test, which is the classical method used to obtain information about 

the distribution of hydraulic properties of an aquifer, SP signals can be recorded at the ground 

surface by measuring electric potential differences between the nonpolarized electrodes by 

voltmeter and these electrodes are usually set up with the direction of water flow. Groundwater 

flows through a porous medium, and SP is changed due to excess charge of the pore water at the 

nearby mineral-pore water interface. The change of SP helps for detecting the fluid flow to 

characterize the hydraulic properties of the medium. Rizzo et al. (2004) estimated the hydraulic 

properties of an aquifer from hydraulic head and SP signals through numerical modeling with 

associated hydraulic tests. Malama et al. (2009a, 2009b) developed semi-analytical solution for 

transient streaming potentials associated with axial symmetric flow by pumping in the confined 

and unconfined aquifers. 

 

Here we present a sandbox experiment to check the feasibility of SP to estimate solute 

transport characteristics of an aquifer. We conducted tracer tests under steady-state groundwater 

flow condition with recording SP signals. We used an acrylic tank filled with medium to coarse 

grained sand and infiltrated with water, and tried to detect the changes in SP signals due to 

injection and transport of tracer.  

 

4.2  MATERIALS AND METHODS 

 

Fig. 1 is the flow chart of this study. An acrylic tank was prepared for the experiment, 

and filled with homogeneous sand which was medium to coarse grained quartz sand with clay 

particles. Two reservoirs were connected to the sandbox, and they were upstream and 

downstream reservoirs which were used to control the water flow condition in the sandbox by 

overflowing water from the pipe connected to the bottom of the two reservoirs. The total length 
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of the acrylic tank was 2.5 m with the sandbox of 1.5 m, the upstream reservoir of 0.5 m and the 

downstream reservoir of 0.5 m, and its height was 1.0 m as shown in Fig. 2. The upstream and 

downstream reservoirs were separated from the sandbox by 200 μm stainless steel mesh. Here 

we used five plastic screened wells which were around 1.5 cm in diameter and 1.0 m long. These 

screened wells included micro holes with the diameter of 0.2 cm to infiltrate water and were 

covered by 200 μm plastic mesh not to fill with sand during the experiments and to collect water 

sample uninterruptedly (Fig. 2). The screened wells set parallel at the middle of the sandbox 

about 25 cm distances each other. The tops of the wells were open in the air, and bottoms were 

sealed into the sandbox. 20 sintered Ag/AgCl non-polarizing electrodes were installed at the top 

of the sand aquifer, and they surrounded the screened wells with definite distance of 8 cm to 

collect SP signals in the sandbox during the experiments (Crespy et al., 2008; Martinez-Pagan et 

al., 2010). Fig. 3 shows the setting of the instrument for the experiment.  

 

The hydraulic conductivity of the sandbox was determined through groundwater flow 

tests. For the tests, the steady-state condition of groundwater flow was established by 

maintaining the hydraulic head difference between the upstream and downstream reservoirs. 

After establishing the steady-state condition, we measured the out-flow rate at the downstream of 

the sandbox and calculated the hydraulic conductivity using equation (1) which was from 

Darcy’s law: 

 

𝐾 =
𝑞

𝐴𝑖
                                                                  (1) 

 

where q is the out-flow rate [m3/sec], A is the cross sectional area of the sandbox [m2], L is the 

length of the sandbox [m], H is the hydraulic head [m], and i is the hydraulic gradient given by 

𝑖 =
𝐻𝑢𝑝𝑠𝑡𝑟𝑒𝑎𝑚−𝐻𝑑𝑜𝑤𝑛𝑠𝑡𝑟𝑒𝑎𝑚

𝐿
. In this study, we estimated the hydraulic conductivity with several 

hydraulic head differences. Using the estimated hydraulic conductivity, we simulated the tracer 

test for its design. From the simulation we determined the optimal injection rate and sampling 

intervals. In the simulation, we assumed the effective porosity and longitudinal dispersivity to 

0.15 and 0.1 m, respectively, referring to Domenico and Schwartz (1990). 

 

A tracer test was also conducted using the sandbox. NaCl solution with the concentration 

of 1000 ppm was used as a tracer. We injected the tracer into the second screened well for five 

minutes. Before and after tracer injection, water was injected to the injection well with the same 

injection rate to maintain the water flow condition during the whole experiment. We collected 

water samples from each of the five screened wells using disposable syringes, and analyzed their 

concentration with the chloride analyzer (Model-926, Cole-Palmer Inc.). The tracer test results 

were analyzed as follows. The linear velocity was calculated from the peak arrival time of the 

obtained breakthrough curves, and the longitudinal dispersion coefficient was introduced from 

the variance of the breakthrough curves using equation (2) (Fetter, 1992): 

 

𝐷𝐿 =
σ2

2𝑡
                                                                 (2) 

 

where DL is the longitudinal dispersion coefficient [m2/sec], t is the peak arrival time of the tracer 

[sec] and σ2 is the variance of the breakthrough curve [m2]. During the experiments, the change 

of SP signals were recorded using 20 sintered Ag/AgCl electrodes connected with a multimeter 
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(Model-M2700, Keithly Inc.). The multimeter was connected with the computer to collect 

electrical signals automatically. Fig. 4 shows the channel numbers of each electrode installed in 

the sandbox. Note that we considered another electrode as a reference which was located beside 

the sandbox.  

 

4.3  RESULTS AND DISCUSSION 

 

The hydraulic conductivity of the sandbox was estimated from the groundwater flow tests with 

various hydraulic head differences between upstream and downstream reservoirs. From equation 

(1), the hydraulic conductivity was calculated to 2.50 x 10-4 ± 2.09 x 10-5m/sec. Fig. 5 is the 

numerical simulation results of the tracer test for test design. The results show that the injection 

rate of 0.005 L/sec into the second screened well and the head difference less than 5 cm were 

sufficient conditions for the dimension of our sandbox. They also indicated that sampling 

intervals of five minutes at first 2 hours and ten minutes for the rest of the test were enough to 

detect the breakthrough curves at each well. 

 

The tracer test was conducted in two phases. In the first phase, a steady-state groundwater 

flow condition was established by maintaining the hydraulic heads at the upstream and 

downstream reservoirs and by injecting water into the injection well with the designed rate. In 

the second phase, we injected tracer instead of water for 5 minutes, and then injected water again 

to maintain water flow condition. The chloride concentrations of collected water samples during 

the experiment were plotted in Fig. 6. It shows that the tracer moved slowly from the injection 

well to other wells. The obtained breakthrough curves were similar to the normal distribution 

curve although the break-through curve from the third screened well (SW-3) showed double 

peaks. At the fourth (SW-4) and fifth (SW-5) screened wells, it was difficult to identify the 

breakthrough curve. Table 1 shows the analysis results of the tracer test. For SW-3, the first peak 

of the chloride concentration was analyzed to estimate the linear velocity and dispersion 

coefficient. Tracer analysis results show the variation of linear velocity and dispersion 

coefficient in different screened wells. From the injected well to the last screened well it shows 

natural plume was created by the tracer solution. Here, the highest linear velocity was 5.5 x10-6 

m/sec at SW-3 and the largest dispersion coefficient was 2.8 x10-4 m2/sec at SW-1. However, the 

estimated linear velocities and dispersion coefficients were similar in the order of magnitude, 

respectively. 

 

Fig. 6 also shows the distributions of SP signals data set measuring during the 

experiment. The black dotted boxes in the graphs indicate the duration of tracer injection. We did 

not found any significant change of SP signal dataset before the injection of tracer but we found 

signals responding to solute transport at SW-1, SW-2 and SW-3. At SW-1, the chloride 

concentration showed one peak at 180 to 200 minutes, and during that time SP signals also 

showed the reverse effect. Similarly, at other screened wells, the SP signals also changed when 

the chloride concentration changed. These results indicate that the SP signals are likely to be 

related to the solute transport.  

 

4.4  CONCLUSIONS 
 

To evaluate the feasibility of SP signals on estimation of solute transport properties of an 

aquifer, we conducted a tracer test with measuring SP signals. The results confirmed that the 
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measured SP signals were produced during our experiment, and it showed significant trend or 

relationship between the SP and solute transport property of the sandbox during the whole period 

of experiment. However, we could not confirm this conclusion because there are few previous 

researches which provide the theoretical backgrounds of the observed phenomena in our 

experiments. Thus, further study to quantify the behavior of SP responding to solute transport is 

necessary.  

 

Our results indicate a clue that there is a relation between SP and solute transport in an 

aquifer, which provides a stepping-stone for the expansion of our understanding of transport in 

an aquifer and reduction of the uncertainty in a tracer test. 
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Figure 1: Flow chart of this study 
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Figure 2. Design of the sandbox 
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Figure 3: Full set up of a sandbox experiment 

 

 

 
 

Figure 4: Electrode set up into the sandbox 
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(a) Simulated water table with the injection rate of 0.005 L/sec 

(b) Simulated tracer plume with the injection rate of 0.005 L/sec 

 

 

Figure 5: Numerical simulation results of the tracer test design. 
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Figure 6: Measured SP signals and Cl- concentrations during the experiment where black dotted 

boxes in the graph indicates timing of tracer injection. 
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Table 4-1: Analysis results of the tracer test. 

 

* Not Available 

 

  

Screened  

well 

Average linear 

velocity, vi 

(m/sec) 

Hydrodynamic dispersion 

coefficient parallel to the 

direction of flow, DL(m2/sec) 

Variance of the 

parallel spreading 

of plume, σL
2 (m2) 

SW-1 3.3x10-6 2.8 x10-4 6.46 

SW-3 5.5x10-6 1.4 x10-4 4.07 

SW-4 NA* NA NA 

SW-5 NA NA NA 
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5.  THERMAL-HYDROLOGIC-MECHANICAL PROPERTIES OF 

BUFFER MATERIALS 

 
5.1 INTRODUCTION 

 
KAERI has characterized the domestic Ca-bentonite in order to use it as a buffer material for 

the geological disposal system. In this section, the requirements of buffer and the major 

characteristics related to the THM behaviors are briefly described with a brief description of the 

geological disposal system for high-level radioactive waste.  

 

5.2  BUFFER REQUIREMENTS 

 
The design concept of a vertical disposal system is shown in Figure 1. The disposal 

canister is emplaced in a deposition hole drilled from the floor of the disposal tunnel. The gap 

between the canister and wall of the deposition hole is filled with a buffer material. The buffer 

plays a role in protecting the waste and canister against any external mechanical impact, 

minimizing the inflow of groundwater from the surrounding rock, and restricting the release of 

nuclides contained in the waste.  

 

The properties of the buffer material should be measured and characterized. In this 

regard, the requirements of the buffer, the characteristics of the domestic bentonite, and the 

thermal-hydro-mechanical properties of the candidate buffer material are described in this 

section.  The major requirements for the buffer are as follows: 

○  Hydraulic conductivity: the hydraulic conductivity of the buffer material should be low 

enough to restrict the contact of groundwater from the surrounding rock with the disposal 

canister. The principal mechanism of radionuclide release through the buffer is diffusion.  

○  Sealing characteristics: the buffer material should have a high swelling property to fill the 

cracks of the host rock and the voids of the buffer when the repository is saturated with 

groundwater after its closure. On the other hand, the swelling pressure to the canister and 

the surrounding rock should be adequate so as not to change their external volumes 

without an excessive load.  

○  Thermal conductivity: the thermal conductivity of the buffer should be similar to that of 

the surrounding host rock.  

○  Mechanical properties: the buffer material should retain its mechanical strength to 

support the weight of the canister and the load of the surrounding rock, which should not 

cause any deformation or void space after the installation of the canister into a borehole. 

Also, cracks should not be produced by the elevation of the repository temperature or 

shrinkage of the buffer due to the decay heat.  

○  Radionuclide retention capacity: the buffer material should have a high distribution 

coefficient and low apparent diffusion coefficient to retard the release of radionuclides 

from the waste into the surrounding rock.  

○  Long-term integrity: the buffer material should keep its design performance for a certain 

period under the disposal environments and have its flexibility to accept any long-term 

deformation that would occur in the host rock.  

The functional criteria are summarized in Table 1. 
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5.3  PROPERTIES OF BENTONITE BUFFER 

 
Gyeongju bentonite is mostly Ca-type bentonite. Gyeongju bentonite consists of 70wt.% 

montmorillonite, 29wt.% feldspar, and about 1wt.% quartz (Figure 2). The chemical composition of 

Ca-bentonite is shown in Table 2. The bentonite mostly consists of SiO2 and Al2O3. The amount of 

CaO in the bentonite is greater than that of Na2O. The cation exchange capacity (CEC) of the buffer 

is 57.6 meq / 100 g. The specific gravity and surface area are 2.74 and 347.6 m2/g, respectively. In 

addition, the liquid limit, plastic limit, and plasticity index of the buffer are 244.5%, 46.1% and 

198.4%, respectively. 

 

The properties of Ca-bentonite are investigated from the thermal, hydraulic, and mechanical 

point of view. The thermal conductivity of the Gyeongju bentonite is sensitive to the dry density 

and moisture content. As shown in Figure 3, the thermal conductivities of the bentonite blocks 

increase with an increase in the dry densities and moisture contents. The thermal conductivity 

according to the elevated moisture contents at each dry density of the buffers is expressed in the 

following equations: 

 
where k is the thermal conductivity (W/mK), ωw is the moisture content (wt.%), and ρd is the dry 

density (Mg/m3). 

 

The hydraulic conductivity of Gyeongju bentonite decreases with an increase of the dry 

density as shown in Figure 4, and is expressed as follows:  

 

The hydraulic conductivity of Gyeongju bentonite increases with an increase in temperature. The 

hydraulic conductivity at 80°C is about 3-4 times greater than that at 20°C. The relative humidity 

of Gyeongju bentonite is measured using a humidity sensor, and the water potential (suction) is 

then determined using a Kelvin equation. As shown in Figure 5 and Figure 6, the water potential 

decreases with an increase in the water content at a constant temperature. These values show a 
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little difference compared with those of the bentonite powder. The water diffusion coefficient of 

bentonite block is determined using the diffusion model.   The diffusion coefficients of Gyeongju 

bentonite blocks with their dry densities ranging from 1.4 to 1.8 Mg/m3 are 1.93×10-10 to  

4.3×10-10 m2/sec, and these values decrease with an increase in dry density.  

 

The swelling pressure of Gyeongju bentonite blocks with dry densities of 1.4-1.8 Mg/m3 

(non-activated with Na) is in the range of 0.4 to 9.5 MPa, and the swelling pressure increases 

with an increase in dry density.  The uniaxial compressive strength, elastic modulus, and 

Poisson's ratio are determined by a uniaxial compression test. Table 3 shows the results of the 

uniaxial compression test for Gyeongju bentonite blocks.  

 

The shear strength of the bentonite block was measured by a triaxial compression test 

method under an unconfined condition. The measured results are shown in Table 4. As shown in 

the table, the cohesion and internal friction angle increase with an increase in dry density. 

Consolidation characteristics are represented as a function of the coefficient of consolidation, Cv, 

coefficient of volume compressibility, mv, and compression index, Cc, and the values from the 

buffer are 0.018 m2/yr, 0.02142 m2/MN, and 0.14, respectively.  

 

5.4  DESIGN OF BUFFER BLOCKS 

 

The dry density of a buffer block is determined to be 1.6 Mg/m3. The porosity of the 

block is 0.41. Although 2 different kinds of deposition methods, horizontal and vertical, shown 

in Figure 7 and Figure 8, are proposed, a conceptual design of one buffer block set is carried out 

regardless of the deposition type.  

 

Two kinds of buffer blocks, pineapple ring shaped blocks for the sides of the disposal 

canisters and disk shaped blocks for the bottoms and tops of the canisters, are used (Figure 9). 

The inner diameter and thickness of a pineapple ring shaped block are 105.0 cm and 36.0 cm, 

respectively. Twelve pineapple ring blocks 50 cm in height and two ring blocks 45 cm in height 

are emplaced around the four disposal canisters in a vertical borehole. The outer diameter and 

height of a disk shaped block are 177.0 cm and 50.0 cm, respectively. Seven disk blocks are 

emplaced in a borehole.  

 

The compacted bentonite blocks are fabricated using the following procedure: drying and 

crushing raw bentonite ore, sieving these using a 200 mesh ASTM sieve, and compacting the 

sieved fine powder using a uniaxial hydraulic press to reach the target density. Thermal-hydro-

mechanical properties of the reference buffer block are presented in Table 5 based on the 

experimental results.  
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6.  SUMMARY 
 

The international collaboration on the evaluation of crystalline disposal media at SNL in FY15 

was focused on the following four activities: (1) thermal-hydrologic-mechanical-chemical 

modeling single fracture evolution; (2) simulations of flow and transport in Bedrichov Tunnel, 

Czech Republic, (3) streaming potential testing at KAERI, and (4) technical data exchange with 

KAERI on THM properties and specifications of bentonite buffer materials. The first two 

activities are part of the DECOVALEX-2015 project.  The major accomplishments include: 

 

 DECOVALEX C.1: Thermal-Hydrologic-Mechanical-Chemical (THMC) Processes in 

Single Fractures: Understanding of subsurface fracture opening and closure is of great 

importance to oil/gas production, geothermal energy extraction, radioactive waste 

disposal, and carbon sequestration and storage.  Fracture opening and closure involve a 

complex set of thermal, hydrologic, mechanical and chemical (THMC) processes.  A 

fully coupled THMC model for fracture opening and closure is formulated by explicitly 

accounting for the stress concentration on aperture surface, stress-activated mineral 

dissolution, pressure solution at contacting asperities, and channel flow dynamics. A 

model analysis, together with reported laboratory observations, shows that a tangential 

surface stress created by a far-field compressive normal stress may play an important 

role in controlling fracture aperture evolution in a stressed geologic medium, a 

mechanism that has not been considered in any existing models.  Based on the model 

analysis, a necessary condition for aperture opening has been derived.  The model 

provides a reasonable explanation for many salient features of fracture evolution in 

laboratory experiments, including a spontaneous switch from a permeability reduction 

to a permeability increase in a static limestone experiment.  The work may also help 

develop a new method for estimating in-situ stress in a reservoir. 

 DECOVALEX C.2: Bedrichov Tunnel Test Case: The transit time distribution (TTD) of 

discharge collected from fractures in the Bedrichov Tunnel, Czech Republic, is 

investigated using lumped parameter models and multiple environmental tracers. We 

utilize time series of δ18O, δ2H and δ3H along with CFC measurements from individual 

fractures in the Bedrichov Tunnel of the Czech Republic to investigate the TTD, and 

the uncertainty in estimated mean travel time in several fracture networks of varying 

length and discharge. We compare several transit time distributions, including the 

dispersion distribution, the exponential distribution, and a developed TTD which 

includes the effects of matrix diffusion. The effect of seasonal recharge is explored by 

comparing several seasonal weighting functions to derive the historical recharge 

concentration. We identify best fit mean ages for each TTD by minimizing the error-

weighted, multi-tracer χ2 residual for each seasonal weighting function. We use this 

methodology to test the ability of each TTD and seasonal input function to fit the 

observed tracer concentrations, and the effect of choosing different TTD and seasonal 

recharge functions on the mean age estimation. We find that the estimated mean transit 

time is a function of both the assumed transit time distribution and seasonal weighting 

function. Best fits as measured by the χ2 value were achieved for the dispersive model 

using the seasonal input function developed here for two of the three modeled sites, 

while at the third site, equally good fits were achieved with the exponential model and 
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the dispersion model and our seasonal input function. The average mean transit time for 

all TTDs and seasonal input functions converged to similar values at each location. The 

sensitivity of the estimated mean transit time to the seasonal weighting function was 

equal to that of the transit time distribution. These results indicated that understanding 

seasonality of recharge is at least as important as the uncertainty in the flow path 

distribution in fracture networks, and that unique identification of the TTD and mean 

transit time is difficult given the uncertainty in the recharge function. However, the 

mean transit time appears to be relatively robust to the structural model uncertainty. 

The results presented here should be applicable to other studies using environmental 

tracers to constrain ow and transport properties in fractured rock systems. 

 Collaboration with KAERI: SNL and KAERI have developed a multi-year plan for joint 

field testing and modeling to support the study of high-level nuclear waste disposal in 

crystalline geologic media. In FY16, KAERI completed the task on streaming potential 

(SP) testing and initiated a new task on technique development for in-situ borehole 

characterization. The new task is a jointed effort between the UFD deep borehole 

disposal work package and the crystalline disposal R&D work package. In FY16, 

KAERI also provided the data on THM properties and specifications of bentonite buffer 

materials. For the streaming potential testing, a sandbox experiment was established at 

KAERI to study the hydroelectric coupling. An acrylic tank was filled up with 

homogeneous sand as a sand aquifer, and the upstream and downstream reservoirs were 

connected to the sand aquifer to control the hydraulic gradient. Under a steady-state 

water flow condition, a tracer test was performed in the sandbox with the help of 

peristaltic pump, and tracer samples were collected from the same interval of five 

screened wells in the sandbox. During the tracer test, SP signals resulting from the 

distribution of 20 nonpolarizable electrodes were measured at the top of the tank by a 

multichannel meter. The results showed that there were changes in the observed SP 

after injection of tracer, which indicated that the SP was likely to be related to the solute 

transport.  

 

Future work will include: (1) developing a plan for the participation in the new phase of the 

DECOVALEX project, (2) initiating an actual field test at the KURT site for the development of 

in-situ measurement techniques in boreholes, and (3) using the data obtained from the 

international collaboration for UFD model validation and demonstration.   
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